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PlayerB
. I Il In v
1 13 4 6 4
Player A 2 5 2 13 7
3 11 5 17 3
4 7 6 12 2
[AIMS {MBA) 2002]
32. (a) Use the Dominance principle and solve the game :
B
1 2 3
I 1 -3 -2 .
AT 0 -4 2
1 -5 2 3
[VTU 2003] -
(b} Solve the following game using graphical method.
B
1 2 3
I 3 -1 0
A I
1 ] 1 —1
[VTU 2003)
MODEL OBJECTIVE QUESTIONS
1. Two-person zero-sum game means that the
(a) sum of losses to one player equals the sum of gains to cther.
(b) sum of losses to one player is not equal 1o the sum of gains to other.
{c) both (a) and (b). (d) none of the above.
2. Game theory modsis are classified by the
{a) numberof players. (b} sumof all payoﬁs. (c) number of strategies. (d} alt of the above.
3. Agameis said to be fair, if
{a) both upper and lower values of the game are same and zero.
(b) upper and lower values of the game are not equal.
(c) upper value is more than lower valua of the game.
(d) none of the above.
4. What happens when maximin and minimax values of the game are same?
(a) No solution axists. {b) Sclution is mixed. - {c) Saddle point exists. {d) None of the above. -
5. Amixed strategy game can be solved by
{a) algebraic method. (b) matrix method. {c) graphicatmethod. (d) all of the above.
6. The size of the payoff matrix of a game can be reduced by using the principle of
{(a) game inversion. {b) rotation reduction. (c) dominance. {d) game lranspose
7. The payoff valua for which each playerin a gama always selects the same strategy is called the
{a) saddle point. {b) equilibrium point. (c) both {a) and (b). {d) nona of the above.
8. Games which involve more than two players are called ’
{a) conflicting games. (b} negotiable games. (c) n-person games. (d) all of the above.
9. When the sum of gains of one player is equal 10 the sum of losses to another player in a game, this situation is known as
{a) biased game. (b) zero-sum game. {c) fair game. (d)ail of tha above.
10. When no saddle pointis found in a payoff matrix of a game, the value of the game is then found by
{a) knowing joint probabilities of each row and column combination to calculate expectad payoff for that combination
and adding all such values.
{b) reducing size of the game to apply algebraic method.
{c) both (a) and (b). (d} none of the abova.
Answers
1. (¢} 2. (d) 3.(a) 4. (c) 5.(d) . 6. (c) 7.(0) 8. (c) 9. (b}
10. (¢}

e
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QUEUEING SYSTEMS
(Waiting Line Models)

10.1. INTRODUCTION

In everyday life, it is seen that a number of people arrive at a cinema ticket window. If the people arrive “too
frequently” they will have to wait for getting their tickets or sometimes do without it. Under such circumstances,
the only alternative is to form a queue, called the waiting line, in order to maintain a proper discipline.
Occasionally, it also happens that the person issuing tickets will have to wait, (i.e. remains idle), until
additional people arrive. Here the arriving people are called the customers and the person issuing the tickets is
called aserver. ' :

Another example is represented by letters arriving at a typist’s desk. Again, the letters represent the
customers and the typist represents the server. A third example is illustrated by a machine breakdown
situation. A broken machine represents a customer calling for the service of a repairman. These examples
show that the term customer may be interpreted in various number of ways. It is also noticed that a service
may be performed either by moving the server to the customer or the customer to the server.

Thus, it is concluded that waiting lines are not only the lines of human bejngs but also the acroplanes
seeking to land at busy airport, ships to be unloaded, machine parts to be assembled, cars waiting for traffic
lights to turn green, customers waiting for attention in a shop or supermarket, calls arriving at a telephone
. switch-board, jobs waiting for :

processing by a computer, or
anything else that require work |
done on and for it are also the —_
examples of costly and critical - -
delay situations. Further, it is also
" Arrivals

observed that arriving units may Queue _ Service points Exit from
form one line and be serviced system
through only one station (as in a

doctor’s clinic), may form one line Fig. 10.1 (a). Queusing system with single queue and single service station.
and be served through several
stations (as in a barber shop), may
form several lines and be served
through as many stations {e.g. at

check out counters of supermarket). '
Servers may be in parallel or in
series. When in parallel, the arriving
-—
Arrivals

custoiners may form a single queue
as shown in Fig. 10.1 or individual
queues in front of each server as is
common in big post-offices.
Service times may be constant or
variable and customers may be

served singly or in batches (like :
passengers boarding a bus). Fig. 10,1 {b}). Queueing system with single queue and several service stations.

Queue
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Fig. 10.2 illustrates how a
machine shop may be thought of as
a system of queues forming in front
of a number of service centres, the

arrows between the centres
. indicating possible routes for jobs
processed in the shop. Arrivals ata

service centre are either new jobs

coming into the system or jobs, Arivals
partially processed, from some
other service centre. Departures
from a service centre may become
the arrivals at another service centre
or may leave the system entirely,
when processing on these items is
complete. . . _'___'Anvals Service Centre 1 + Service Centre 2 —__.Departuras

Queueing theory is concerned _

. with the statistical description of the 1 I
behaviour of queues with finding,
e.g., the probability distribution of Service Centre 3
the number in the queune from which
the mean and variance of queue ) 1
length and the probability ]
distribution of waiting time for a Service Centre ¢ Service Centre 5
customer, or the distribution of a
server’s busy periods can be found.
In operational research problems
involving queues, investigators '
must measure the existing system to make an objective assessment of its characteristics and must determine
how changes may be made to the system, what effects of various kinds of changes in the system’s
characteristics would be, and whether, in the light of the costs incurfed in the systems, changes should be
made to it. A model of the queueing system under study must be constructed in this kind of analysis and the
results of queueing theory are required to obtain the characteristics of the mode! and to assess the effects of
changes, such as the addition of an extra server or a reduction in mean service time, _

Perhaps the most important general fact emerging from the theory is that the degree of congestion in a
queueing system (measured by mean wait in the queue or mean queue length) is very much dependent on the
amount of irregularity in the system. Thus congestion depends not just on mean rates at which customers
arrive and are served and may be reduced without altering mean rates by regularizing arrivals or service times,
or both where this can be achieved. :

10.2. QUEUEING SYSTEM

Service points
Fig. 10.1 (¢). Queueing system with several queues and several service

Departures
—

Fig. 10.2. A machine shop as a complex gueue.

A queueing system can be completely described by

(a) the input (or arrival pattern), (b) the service mechanism (of service pattern),

(c) the ‘queue discipline’ and (d) customer’s behaviour.

(a) The input (or arrival pattern). The input describes the way in which the customers arrive and join
the system. Generally, the customers arrive in a more or less random fashion which is not worth making the
prediction. Thus, the arrival pattern can best be described in terms of probabilitics and consequently the
probability distribution for inter-arrival times (the time between two successive arrivals) or the distribution of
number of customers arriving in unit time must be defined. ' '
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The present chapter is
only dealt with those queueing +—
systems in  which the « " :
customers arrive in ‘Poisson’ Station
or  ‘completely random’
fashion (see sec. 10.7-I). 000 |:> o :> _
Other types of arrival pattern
may also be observed in — :
practice that have been studied Arriving units Systems  Departures
in queueing theory. Two such
patterns are observed, where

(i) arrivals are of regular intervals;

{if) thereis general distribution (perhaps normal) of time between successive arrivals.

{b) The service mechanism (or service pattern). It is specified when it is known how many customers
can be served at a time, what the statistical distribution of service time is, and when service is available. It is
true in most situations that service time is a random variable with the same distribution for all arrivals, but
cases occur where there are clearly two or more classes of customers (e.g. machines waiting repair) each with
a different service time distribution. Service time may be constant or a random variable. Distributions of
service time which are important in practice arc ‘negafive exponential distribution’ and the related ‘Erlang
(Gamma) distribution’. Queues with the negative exponential service time distribution are studied in the
following sections.

In the present chapter, only those queueing systems are discussed in which the service time follows the
‘Exponential and Erlang (Gamma)’ probability distributions (see sec. 10.7-1 to 10.7-8).

(c) The queue discipline. The queue discipline is the rule determining the formation of the queue, the
manner of the customer’s behaviour while waiting, and the manner in which they are chosen for service. The
simplest discipline is “first come, first served”, according to which the customers are served in the order of
their arrival. For example, such type of queue discipline is observed at a ration shop, at cinema ticket windows,
at railway stations, etc. If the order is reversed, we have the “last come, first served” discipline, as in the case
of abig godown the items which come last are taken out first. An extremely difficult queue discipline to handle
might be “service in random order” or “might is right”.

Properties of a queueing system which are concerned with waiting times, in general, depend on queue
discipline. For example, the variance of waiting time will be much greater with the queue discipline “firs¢
come, last served’ than with ‘first come, first served’, although mean waiting time will remain unaffected.

The following notations are used for describing the nature of service discipline.

FIFO — FirstIn, First Out or FCFS — First Come, First Served

LIFO — LastIn, First Out or FILO - First In, Last Out,

SIRO — Service in Random Order :

This chapter shall be concerned only with the customers which are served in the order in which they arrive
at the service facility, that is, ‘first come, first served’ discipline. .

(d) Customer’s behaviour. The customers generally behave in four ways :

(/) Balking. A customer may leave the queue because the queue is too long and he has no time to
wait, or there is not sufficient waiting space.

(i) Reneging. This occurs when a waiting customer leaves the queue due to impatience.

(iii) Priorities. In certain applications some customers are served before others regardless of their
order of arrival. These customers have priority over others.

(iv) Jockeying. Customers may jockey from one waiting line to another. It may be seen that this
occurs in the supermarket,

(e) Size of a Population : The collection of potential customers may be very large or of a moderate size .
In a railway booking counter the total number of potential passengers is so large that although theoretically
finite it can be regarded as infinity for all practical purposes. The assumption of infinite population is very

System
Queue of waiting line Servicing

Fig. 10.3, A queueing system with single service station.
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convenient for analysing a queuing model. Howerver, this assumption is not valid where the customer group is
rt_:pm;sente_d by few machines in workshop that require operator facility from time to time. If the population
size is finiie then the analysis of queueing model becomes more involved, ' )

(H Maximum Length of a Quene : Sometimes only a finite number of customers are allowed to stay in
the system although the total number of customers in the population may or may not be finite. For example, a
doctor may have appointments with k patients in a day. If the number of patients asking for appointment
exceeds k, they are not allowed to join the queue. Thus, although the size of the population is infinite, the
maximum number permissible in the system is k. :

Q. 1. Explain briefly the main characteristics of queusing system.

2. Describe the fundamental oomponants of a queueing process and give suitable axamples. [C.A. (Nov) 92]

3. List the factors that constitute the basic elements of a queusing model. For each of these enumerate the aternatives
posible. Represent this diagramatically to cover alf possible implimentations of a queueing model.  TKINOU 99 (Dec.)]

4, What is queueing theory ? [INTU (MCA I} 2004]

10.3. QUEUEING PROBLEM

In a specified queueing system, the problem is to determine the following :

(a) Probability distribution of queue length. When the nature of probability distributions of the
arrival and service patterns is given, the probability distribution of queue length can be obtained. Further, we
can also estimate the probability that there is no queue.

(b) Probability distribution of waiting time of customers. We can find the time spent by a customer
in the queue before the commencement of his service which is called his waiting time. The total time spent by
him in the system is the waiting time plus service time.

(c) The busy period distribution. We can estimate the probability distribution of busy periods. If we
suppose that the server is free initially and customer arrives, he will be served immediately. During his service
time, some more customers will arrive and will be served in their turn. This process will continue in this way
until no customer is left unserved and the server becomes free again. Whenever this happens, we say that a
busy period has just ended. On the other hand, during idle periods no customer is present in the system. A
busy period and the idle period following it together constitute a busy cycle. The study of the busy period is of
great interest in cases where technical features of the server and his capacity for continuous operations must be
taken into account. ‘

10.4, TRANSIENT AND STEADY STATES

Queueing theory analysis involves the study of a system’s behaviour over time. A system is said fo be in
“transient state” when its operating characteristics (behaviour) are dependent on time. This usually occurs
at the early stages of the operation of the system where its behaviour is still dependent on the initial conditions.
However, since we are mostly interested in the “long run” behaviour of the system, mainly the attention has
been paid toward “steady state'’ results.

" A steady state condition is said to prevail when the behaviour of the system becomes independent of
time. Let P,(¢) denote the probability that there are n units in the system at time . In fact, the change of P,(D)
with respect to ¢ is described by the derivative (dP.(t)/df] or P,/ (£). Then the queueing system is said to
become ‘stable’ eventually, in the sense that the probability P,(z) is independent of time, that is, remains the
same as time passes (f — oo). Mathematically, in steady state

dP,() _dP,

lim P,(#) = P, (independent of £) = lim @ lim P, (#}=0.
(e 7o e

In some situations, if the arrival rate of the system is larger than its service rate, a steady state cannot be
reached regardless of the length of the elapsed time. In fact, in this case the queue length will increase with
time and theoretically it could build up to infinity. Such case is called the “explosive state”.

In this chapter, only the steady state analysis will be considered. We shall not treat the ‘transient’ and
‘explosive’ states. ' '
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Q. 1. Whatis queueing problem ? Explain queusing system, transient and steady state. [Garhwal M.Sc. (Stat.) 96]
2. Whatis a queusing theory problam 7 Describe the advantages of queueing thecry to a business executive with a view to
persuading him to make use of the same in management. [Garhwal M.Sc. (Stat.) 85]

3. What do you understand by a queue ? Give some important applications of quaueing theory.
[Garhwal M.Sc. {Stat.) 82, 91]

4, Write an essey on various characteristics of a queueing systam. [Virbhadra 2000]
/5. Discuss the stationery state of the queue system. [JNTU (Mech. & Prod.) 2004]

10.5. A LIST OF SYMBOLS

Unless otherwise stated, the following symbols and terminology will be used henceforth in connection with
the queueing models. The reader is reminded that a queueing system is defined to include the gueue and the
service stations both. (see Fig. 10.3).
n = number of units in the system
P,(f) = transient state probability that exactly » calling units arc in the queueing system at time ¢
E, = the state in which there are n calling units in the system
P, = steady state probability of having r units in the system
A, = mean arrival rate (expected number of arrivals per unit time) of customers (when n units are
present in the system)
W, = mean service rate (expected number of customers served per unit time when there are n units in
the system)
A = mean arrival rate when A,, is constant forall n
il = mean service rate when |, is constant foralln 2 1
s = number of parallel service stations
p = A/us = traffic intensity (or utilization factor) for servers facility, that is, the expected fraction of
time the servers are busy
&y(n) = probability of n'services in time 7, given that servicing is going on throughout T
Line length (or queue size) '
= nutnber of customers in the queueing system
Queue length .
= line length (or queue size)—{number of units being served)
y(w) = probability density function (p.d.f.) of waiting time in the system
L, = expected line length, i.e., expected number of customers in the system
L, = expecied queue length, i.e., expected number of customers in the queue
" W, = expected waiting time per customer in the system
W, = expected waiting time per customer in the queue
(WIW > 0) = expected waiting time of a customer who has to wait
(L1L > 0)= expected length of non-empty queues, ie., expected number of customers in the queue when
there is aqueue :
P(W > 0) = probability of a customer having to wait for service
[ﬂ] _ the binomial coefficient "C,.
r)

_ n! _np-1..{(n-
Tri(n-nt' r!

10:6. TRAFFIC INTENSITY (OR UTILIZATION FACTOR)

An important measure of a simple queue (M | M | 1) is its traffic intensity, where
mean arrival rate A

mean service rate |l

r+1 .
) for r and n non-negative integers (r < n).

Traffic intensity (p) =
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ie. p= 1_/p. - Mean service time
’ 1/A ~ Mean inter—arrival time

The unit of traffic intensity is Erlang. -

Here it should be noted carefully that a necessary condition for a system to have settied down to sieady
stateisthatp <1 or A/u<1 or A <R, i.e., arrival rate <service rate. .

If this is not so, i.e., p > 1, the arrival rate wili be greater than the service rate and consequently, the
number of units in the queue tends to increase indefinitely as the time passes on, provided the rate of service is
not affected by the length of queue.

10.7. PROBABILITY DISTRIBUTIONS IN QUEUEING SYSTEMS

The arrival pattern of customers at a queucing system varies between one system and another, but one pattern
of common occurrence in practice, which tums out o be relatively easy to deal with mathematically, is that of
‘completely random arrivals’. This phrase means something quite specific, and we discuss what does it mean
before dealing in the subsequent sections with a variety of queuceing systems. In particular, we show that, if
arrivals are ‘completely random’, the number of arrivals in unit time has a Poisson distribution, and the
intervals between successive arrivals are distributed negarive exponentially.

10.7-1. Distribution of Arrivals ‘The Poisson Process’ (Pure Birth Process)

In many situations the objective of an analysis consists of merely observing the number of customers that enter
the system. The model in which only arrivals are counted and no departures take place are called pure birth
models. The term ‘birth’ refers to the arrival of a new calling unit in the system, and the ‘death’ refers to the
departure of a served unit. As such pure birth models are not of much importance so far as their applicability to
real life situation is concerned, but these are very important in the understanding of completely random arrival
problems. ) [Bhubneshwar (IT) 2004)

Theorem 10.1. (Arrival Distribution Theorem). If the arrivals are completely random, then the

probability distribution of number of arrivals in a fixed time-interval follows a Poisson distribution,
© {Agra 09; Meerut (Stat.) 98; Garhwal M.Sc. (Math.) $4; Raj. Univ. (Math) 83)
Proof. In order to derive the arrival distribution in queues, we make the following three assumptions
{sometimes called the axioms).

1. Assume that there are r units in the system at time ¢, and the probability that exactly one arrival (birth)
will occur during small time interval Ar be given by AAz+ O(Ar), where A is the armival rate
independent of £ and O(A#) includes the terms of higher order of Az.

2. Further assume that the time Az is so small that the probability of more than one arrival in time At is
O(At)", i.e., almost zero.

3. The number of arrivals in non-overlapping intervals are statistically independent, i.e., the process has
independent increments. :

We now wish to determine the probability of n arrivals in a time interval of length 1, denoted by P,(s).

Clearly, n will be an integer greater than or equal to zero. To do so, we shall first develop the differential-
difference equations governing the process in two different situations.

n units n units n -1 uniis n units
I one amival | I one arrival |
t P+ Al t T+ At
Fig. 23.4. Fig. 23.5.

Case I. When n > 0. For n >0, there may be two mutually exclusive ways of having n units at time
[+ At
(i} There are r units in the system at time 7 and no arrival takes place during time interval Ar. Hence, there
will be r units at time 7 + At also. This situation is better explained in Fig. 10.4.
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Therefore, the probability of these two combined events will be
= Prob. of nunits at time £ X Prob. of no arrival during Ar= P,(f) . (1 ~ A7) L(10.1)
[since prob. of exactly one arrival in A = AAs, prob. of no arrival becomes = 1 - Ade]

(if) Alternately, there are (n — 1) units in the system at time ¢, and one arrival takes place during Az. Hence
there will remain n units in the system at time ¢ + At. This situation is better explained in Fig. 10.5.
Therefore, the probability of these two combined events willbe

= Prob. of (n — 1) units at time r X Prob. of one arrival in time As = P, _(#).AA¢ .(10.2)
Note. Since the probability of more than one arrival in Atls assumed to be negiigible, other alternatives do not exist.
Now, adding above two probabilities [given by (10.1) and (10.2)], we get the probability of n arrivals at
time f + At, i.e. A ' '
P(t+ A =P 1) (1 -AAf) + P, _ (1) AAs ..(10.3)
Case2, Whenn=0.
' - Pylt + Ar) = Prob. [no unit at time 1] X Prob. [nio arrival in time Ar]
- Polt + Af) = P(1) (1 — AA). ..(10.4)
Rewriting the equations (10.3) and (10.4) after transposing the terms P.() and Py{1) to left hand sides,
respectively, we get ‘
P (t+ A~ P (=P 0) (- M)+ P,_ (1) M1, n>0 .(10.3Y
Pyt + Af) — Po(r) = Polr) (— M) n=0 ..(104Y
Dividing both sides by Ar and then taking limit as Az — 0,

;l—t?ow ==AP () + A Py_1()) . -(10.5)
J’TO—-———P"O = A:, LUy | (10.6)
Since by definition of first derivativehl“fop"(t ha A;)’ Pis) _d I;’;(t) =P,
the equations (10.6) and (10.5) respectively can be written as
Py () =— APy(2), n=0 .{10.7)
P, (f)=— AP (t) + AP, _ (1), n>0 ..{10.8)
“This is known as the system of differential-difference equations.
To solve the equations (10.7) and (10.8) by iterative method :
Equation (10.7) canbe writtenas :
%‘(;% =-)\ or -j-; {log Po()]=—A {109
Integrating both sides w.r.t. ‘', .
log Polf) =— At +A .(10.10)
The constant of integration can be determined by using the boundary conditions
P.(0)= 1 for n=0
" 0 for n>0.
Substituting # = 0, Po(0) = 1in (10.10), find A =0. Thus, (10.10) gives
log Pot) = — At or Po()=e ™ (10.11)
Putting n =1in (10.8), Py (1) =— AP (1) + AP(f)
or P/@) + AP () =he ¥, .10.12)
Since this is the linear differential equation of first order, it can be easily solved by multiplying both sides

of this equation by the integrating factor, LF. = M= M

Thus, eqn. (10.12) becomes
M PO +APBI=A or 1M PUOI=M
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Now integrating both sides w.r.t. ‘f’
MP()=M+B, 1 ..(10.13)
where B s the constant of integration.
In order to determine the constant B, put ¢ = Oin (10.13), and get

Py(0)=0+B or B=0 [ Py(@)=0]

Substituting B=0in (10.13), PinH= 11 ..{10.14)

Similarly, putting n =2 in (10.8) and using the rcsuit (10.14), we get the equation
, A e
Pg(f)'i"th(t):l(_"%et— or %[GMP2(3)1=£'1(’A’T‘).
2
Integrating w.r.t. ‘¢’ & Pyt) = %—Q'- +C,

Put ¢ = 0, P,(0) = 0 to obtain C = 0. Hence

2 -M
P,) =Q‘5)2—f-— forn=2 .(10.15)
3 -M ’
Similarly, obtain Py(t) = &%fé— forn=3
' m - M
Likewise, in general, Pl)= @%{; forn=m. ..{(10.16)

If, anyhow, it can be proved that the result (10. lé) is also true for n = m + 1, then by induction hypothesis
result (10.16) will be true for general value of 1.
To do so, putn =m+ 1in (10.8) and get

m —A
P 1+ APy D)= l&);’-if— {using the results {10.16)]
4104 b, 0= G2

m!

. mi1
Integrating both sides, P, (D)= (Tn(.%.? +D,

Again, putting?=0, Py ,1(0) = 0, we get D = 0. Therefore,
A m+ 1 e—h
Poiry =B

=Tm+t

n_-i
p=1¢ | (10.17)

or

Hence, in general, Y
which is a Poisson distribution formula. This completes the proof of the theorem.”
Note. After carcfully understanding the above procedure, the students can much reduce the number of steps by solving the differential cquation
of the standardfrom : ¥’ + P(x) y = O{x), using the formula
y. ¢ =f o (¢ " ax+
where o/ P s the intagrating factor (L.F.)
Alternative Method : Generating Function Technique.
The system of equations (10.7) and (10.8) is
P,/ () == AP (8) + AP, _ (1), n>0 (i)
Py (f) =—APy(1), n=0 ()]

We define the generating function of P,(#) as, P(z, n= EOP,. (0 " Also,P(z,1)= EOP,,'(t) z
n= n=

Multiplying both sides of (i) by 7" and taking summation forn =1, 2, ..., =o, we get
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;.:.lz" P/5)=-\ Elz" PO+ 2 EIP,, ore . iii)
n= n= n=
Now adding (ii) and (iii), we get

35 FPIO=-2 E RS ACEYY E TP

or P'(z.t)——lP(z,t)+7LzP(z,t) or—PJ(é’—-l Aiz-1
or ;,; {log P(z,)l=A(z—- 1) ‘
Integrating both sides, log P(z.)=A(z~- 1) t+E. .L(iv)
To determinc E, weputz=0toget  log P(z,0)=E '
But, P(z, 0) = Eoz" P0) =Py0)+ El 2 P(0)
n= n=
=1+0=1 (- Py0)=1, and P, (0)=0forn>0)
Therefore, . E=log P(z,0)=log 1 =0.
.. egn. (iv) becomes, log P(z, t) AMz-1r or P(z,D= M-
Now, P,(#) canbe defined as P(f) = -~ { -“-’—:(,f’—l 1
' =0

Using this formula, Po()=[P(z, )];=0=¢ M
dP@ 1) - M
Pio=] “EED]  —1 g, 0= S
=0

dz 1!
Pz(t)__[dzf’sz,_zl _ 07
dz% 2!
=0
ST
In general, P ()= @)__e___ (¥)

Thus the probability of » arrivals in Ume ‘t’ follows the Poisson law given by eqn. (v).

Q. 1. Show that ‘n"the number of arrivals In a queue in time ¢ follows the Poisson distribution, stating the assumptions clearly.
2. Show that the distribution of the number of births up to time ‘T”in a simpla birth process follows the Poisson law.
What do you understand by a queus ? Give some applications of queusing theory.

a.
4. Explain what do you mean by Poisson process. Derive the Poisson distribution, given that the probability of single arrival
during a small ime interval At is AAtand that of more than one arrival is negligibla,
[JNTU (B. Tech.) 2002; Meerut {Maths.) 96]

5. State when a model is called Pure Birth Process in Queueing Theory. [Bhubneshwar (IT) 2004)

10.7-2. Properties of Poisson Process of Arrivals

Ithas already been derived that—if n be the number of arrivals during time interval 1, then the law of probability
in Poisson process is given by

n _—M
P,,(t)=&%f——, n=0,1, .., 00 ..(10.18)
where Azis the parameter.
(1) Since mean E(n)=M, and var. (n)=As, .{10.19)

the average (expected) number of arrivals in unit time will be
E(n)/t =)= mean arrival rate (or input rate).
(2) If we consider the time interval (1, ¢ + Af), where Az is sufficiently small, then
Py(Af) = Prob [no arrival in time As}
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Puttingn =0 and ¢ = At in (10.18)
- NAS 2
Po(Af) = eo =M= —Mz+5L2AfL- ...=1 = AAz+ O(A1)
where the term O(Af) indicates a quantity that is negligible compared to Ar. More precisely, O(A?) represents
any function of A¢ such that
: lim O(A) _ 0

A=0 Ar

. 2
[For example, (Af)? can be replaced by O(A?) becauseAll_ToiAA—%- = 0. This notation will be very useful for

summarizing the negligible terms which do not enter in the final result]
PyAD =1—2AAt _ (10,20}
which means that the probability of no arrival in Aris 1 - AAt. In the similar fashion, P (A7) can be written as

— At
Pl(At)=Q-A—?T—-— [puttingn = 1, = Azin (10.18)]

2
=m[1~w+%‘fi-...] = AAt + O(AY).
Neglecting the term O(As), P,(Ar) = MAz, _ .£10.21)
which means that the probability of one arriva&n time At is AAr. '
' 2 - ' . 2
Py(AD) =£—7‘£‘)2—f——= (Mr)z[ 1- M:+112A?—- ]= O(AY).
Again neglecting the term O{At), we have Py(A5) =0, .{10.22)
ans so on. Thus, it is concluded from the property of Poisson process that the probability of more than one
arrival in time At is negligibly small, provided the terms of second and higher order of At are considered to be

negligibly small. Symbolically,

Similarly,

P,(Ar) = negligibly small feralln> 1. ..(10.23)

Q. State soms important properties of Poission’s process. [JNTU (B. Tech.) 2003}

10.7-3. Distribution of Inter-Arrivat Times (Exponential Process)
Let T be the time between (wo consecutive arrivals (called the inter-arrival time), and a(T) denotes the
probability density function of T. Then the following important theorem can be proved.

Theorem 10.2. If n, the number of arrivals in time t, follows the Poisson distribution,

, P=0" e Mnt, ..{10.24)

then T (the inter-arrival time) obeys the negative exponential law
aM=he " ..(10.25)
and vice-versa. [Kanpur 2000; Garhwal M.Sc. (Stat.) 95; Ra) .Univ. (M.Phil) 81]

Proof. Supposethatfp= instan-t of an arrival initially.
Since there is no arrival in the intervals (f, 1o+ T and (1o + T, 1o + T + AT), therefore (g + T+ AT) will be

the instant of subsequent arrival.

Therefore, putting ¢ = T+ AT and n=01n (5.24), T+AT
T +ADP. X780 araan 1 AT
0!

Po(T+ AT) =

= M M7= oM [ 2 AAT + O(AT)]

Since Po(T)=¢ " from (10.24), Fig. 10.6
Po(T + AT) = Po(T) {1 - MAT + O(AT)]

or Po(T + AT) — Po(T) = Po(T) [~ AT + O(AT)].
Dividing both sides by AT,

t t+T L+ T+AT )
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Po(T+AT) - PyT) O(AT)
TAT == APy + =3 Po(D)

Now taking limit on both sides as AT —» 0,

im PoT+AT) =P gt '
AlrlTo L AT;' «D = A:ETL{ = APy(T) + oiATT) Po(D) ]
or m:—XP(D[sincc lim O(AT) _, (10.26)
dT 0 . AT—) 0 AT . ae -

But, L.H.S. of (10.26) is denoting the probability density function of T, say a(T). Therefore,

*a(T) = *xAPy(T). (see footnote) .{10.27)
But, from equation (10.24), Po(N =€ AT Putting this value of Py(7) in (10.27),

a(N=re?T . ..(10.28)

which is the exponential law of probability for T with mean 1/ and variance 1/A%, ie.,

E(T)=1/A, Var. (T) = 1/A%
In a similar fashion, the converse of this theorem can be proved.

Q. 1. Give the axioms ci'naractarlzing a Polsson process. If the number of arrivals in some time interval follows a Poisson
distribution, show that the distribution of the time interval between two consecutive 2rivals is exponential.

. [Delhi M.A/M.Sc. (Stat.) 95; Raj. Univ. (M. Phil) 91]
2. Show that if the inter-arrival times are negative sxponentially distributed, the number of arrivals in a time period is a

Poisson process and conversely. .
3. itthe intervals between successive arrivals are i...d. random variables which follow the negative exponential distribution
with maan 1/), then show that the arrivals form a Poisson Process with mean At [Garhwal M.Sc. (Stat.) 91]

4. Show that inter-arrival imes are distributed exponentially, if arrival is a Poisson process. Prove the converse also.
[Deihl M.A/M.Se (OR) 92.]

§. State the three axioms underlying the exponential process. Under exponential assumptions can two events occur during
avery small interval, Meerut 2002]

10.7-4. Markovian Property of Inter-arrival Times

Statement. The Markovian property of inter-arrival
times states that at any instant the time until the next 0 ta t
arrival occurs is independent of the time that has elapsed -1 } (t—to) >
since the occurrence of the last arrival, That is to say, '

Prob. [T2 4, | T215)=Prob. [0S TSt — 1]

Proof. Consider

Prob. [T21 | T2 4] =

Fig. 10.7

Prob. [(T' 2 4;) and (T 2 )]
" "Prob. [Tz to]

Since the inter-arrival times are exponentially distributed, the right hand side of equation (10.29) can be
written as

(formula of conditional probability) ...(10.29)

A -
I‘ule dr M

J'u le'“dt- =e
o
Prob. T2 4 1 T2¢]=1~¢ - .(10.30)

* According to probability distributions d/dx [Rx)] = Kx), where Ax) is the ‘distribution function’ and Kx) is the ‘probability
density function’. Hence by the similar argument, we may write d/dT [Py(T)] = &T), where Fy(T)-is the probability distribution
function for no arvival in time T, and a(7) is denoting the corresponding probability density function of T,

** Since ‘probability densily function’ is always non-negative, so neglect the negative sign from right side of equation
{23.26).
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n-4
But, Prob. [0515:1-:0140' AeMdr=1- 20, {1031

Thus, by virtue of equations (10.30) and (10.31), it can be concluded that
Prob. [T2 h iT2 IU] =Prob. [0 < T< Hh— fo].
This proves the Markovian property of inter-arrival times. '

Q. State and prove the Markovian property of inter-artival times (i.s. of exponential distribution).

10.7-5. Distribution of Departures (or Pure Death Process)

In this process assume that there are N customers in the system at time £ =0. Also, assume that no arnivals
(births) can occur in the system. Departures occur at a rate U per unit time, i.e., output rate is 4. We wish to
derive the distribution of departures from the system on the basis of the following three axioms :
(1) Prob. [one departure during At} = Pt + O(A)’ = pAr [ O(A1? is negligible]
(2) Prob. {more than one departure during At} = O(At)2 = {.
3y The number of departures in non-overlapping intervals are statistically independent and identically
distributed random variable, i.e., the process N(z) has independent increments.

First obtain the differential difference equation in three mutu ally exclusive ways :
Case 1. When 0 < n < N.Proceeding exactly as in the Pure Birth Process,

Pn(t'" N) = Pn(t) [l - P«Ar] + Pn+ I(t) MI (1032)
n + 1 units n units n units n units
one departure no departure
t P+ At t t+ AL
Fig. 10.8 Fig. 10.9
Case IL. When n = N. Since there are exactly N units in the system, P, <1 () =0,
Py(t+ An = Py(1) [1 — pa] ) ..(10.33)
Case XIL. Whenn =0.
Pyt + Af) = Po(t) + P (1) pae ..(10.34)

Since there is no unit in the system at time #, the question of any departure during At does not arise.
_Therefore, probability of no departure is unity in this case.

no unit no unit 1 unit no unit
departure not possible ] one departure
t t+ At t 1+ At
Fig. 10.10. Fig. 10.11.

Now, re-arranging the terms and dividing by At, and also taking the limit Ar — 0O the equations (10._33),
(10.32) and (10.34), respectively, become

Py (1) = — UPp1), n=N ..(10.35)
P, (f) = = WP(t) + WPy 41 (), O<n<N ..(10.36)
Py/(1) = uPy (1), n=0 C (1037

To solve the system of equations (10.35), (10.36) and {10.37}:

Iterative method can be used to solve the system of three equations.

Step1l. From equation (10.35) obtain
Py (O

d - —
=-por o log Pp(t) =— 1.
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Integrating both sides of this equation, ‘
log Pp(t) =~ pr + A ..(10.38)
To determine *A’, use the boundary céndition PM0)=1,and thusgetA =0 (" log 1 =0).
Therefore, equation (10.38) becomes
log Pidf)=—pt or Py =M ..{(10.39)
Step 2. In equation (10.36), put n = N — 1, and the value of Pp(#) from equation (10.39),
Py () =—uPy_ (1) + uP(1)
or Py_(()=-puPy_ (1) + ue"” [from equation (10.39))
or Py () +nPy_ () =pe ™ -.(10.40)
The solution of thIS equation is given by
Py_ () & mf ue ™M dreB (. LF.=¢")
or Py_(D=pte ¥+ Be ¥ (10.41)
To determine B, put£ =0, Py_; () =0in(10.41) and get B = 0. Therefore, .

Step 3. Puttingn=N-2in cquauon (10.36) and proccedmg exactly as in Step 2,
Pu-aty = <"

Stepd4. Now,puttingn=N-3,N—-4, ., N-i and usmg induction process

— put 3
Py_5(1) =%,‘£L

L
PN—i(t)=£__.'L'E)‘, i=0,1,2, ... N=-1

N n
In general, on lettingn =N —§ PH= —(-l—v—(%— , n=1H2,.,N ; ...{10.42}
Stép 5. Inorderto find Poff), use the following procedure,
N N
Since 1= ZOP,,(I) = Py(f) + E P,,(t) :
n=
N no—Hr
Pan=1-Z P =1-T g e .(10.43)
n=1 "= (N n) !

Finally, combining the results (10.42) and &}0.43)
- —p
%,mw: 1,2, N
P(= ..(10.44)

Thus, the number of departures in time ¢ follows the ‘Truncated Poisson Distribution’.

Q. Esiablish the probability distribution formula for Purg-Death Process.

10.7-6. Derivation of Service Time Distribution

Let T be the random variable denoting the service time and ¢ the possible vatue of T. _
Let S(z) and s(f) be the cumulative density function and the probability density function of T, respectively.
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~ To find s(s) for the Poisson departure case, it has been observed that the probability of no service during
time O to 7 is equivalent to the probability of having no departure during the same period.
Thus, Prob. [service time T 2 ] = Prob. [no departure during f]= P\{1)
where there are N units in the system and no arrival is allowed after N. Therefore, Px(r) = e ¥
S(f) =Prob. (TS =1—-Prob.[T27] or S(H=1-¢ ¥
Differentiating both sides, w.r.t. 'f’, we get
d o2 0
£ sn= =J e 2
dt () = str) { 0,:<0

Thus, it is concluded that the service time distribution is ‘Exponential’ with mean 1/ and variance 1/ uz.
Thus, mean service time= 1/,

Q. Explain the role of exponential distribution and its characteristics. [Bhubneshwar (IT) 2004]

10.7-7. Analogy of Exponential Service Times with Poisson Arrivals
It has been proved in sec. 10.7-3 that if number of arrivals (n) follows the Poisson distribution, then the

inter-arrival time (T) will follow the exponential one, and vice-versa.
In the like manner, it can also be shown that, if the time (f) to complete the service of a unit follows the
exponential distribution given by the probability density function
sy =pe ¥ ..(10.45)
where L is the mean servicing rate for a particular station, then the number (1) of departures in time T (if there
were no enforced idle time) will follow the Poisson distribution given by
@{(n) = Prob. [nservices in time T, if servicing is going on throughout T} = (uT)" ¢ W/ n 1 . (10.46)
Consequently, from (10.27), it can be shown that
©ar{0) = Prob. [no service in AT} = 1 — pAT ..(10.47)
and @ar(l) = Prob. {one service in AT} = pAT. ...{10.48)

10.7-8. Erlang Service Time Distribution (Ey).
So far it is considered (in 10.7-3 and 10.7-6) and seen that the inter-arrival time distribution and service time
distribution both will follow the exponential assumptions given by

' a(T) =Ae” ™, and s(f) = pe ™, respectively. ..{10.49)

These only give a one particular family of possible arrival and service time distribution, respectively.

A two parameter () and k) generalisation of the cxponential family, which is of great importance in
queueing problems is called the Erlang family of service time distribution (named for A.K. Erlang, the Danish
telephone engineer. This is defined by its probability density function, '

st b B) = Gy 7T e (k= 1) 1= G T i ..{10.50)
where Ce= (¥ /(k— 1)1, 0St<oo, k2 1.

Tt should be noted carefully that (10,50) gives us the exponential distribution given by (10.49)fork=1.

Letty t3, t3, ..., f be the servicing time for any customer in respective k phases, then the total service time
tis given by

f=t| +32+ A lk‘
Also, each of the times 7y, 22, ..., f18 independently and exponentially distributed with parameter k..
Hence, Plt<ty+15 ... + (i St + A1
([ of pep ple) (0 dty dity . dip Fort S St ALi= 12 ok

= HI (kpe  *0 . (kpe My dry .. dhy. [sincep(t) =k e Hi
1
= (k u)k IJ. see I e-k":a" dtl dtk.

Now applying Drichlet’s theorem of multiple integrals,

k
=(ku)k%e"*w !
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——"—r"" Blad Y1)
(k)
Note. The distribution is a modified x distribution with mean (1/1) and 2k degrees of freedom.
Thus, if we have service times £, t,, 13, ..., # in k phases which are exponentially distributed variables with

acommon mean 1/kp, thent =1t + &, + £ + ... + t; has the Erlangian (Gamma) distribution with k phases and

parameter [i.
Derivation of Erlangion Service Distribution

Inthe Fig. 10.12 for Erlangian service time distribution for k = 3 phases, it is observed that —

{{) ecach phase of service is exponential;
(if) aunitenters phase 3 first, then goes to 2, to 1 and out;

Ll e T T gy

;- Arriving units e k phases in one unit ———s

: m ‘m-1 2 1 8,
:OO—~OO——-UDD—----B~ ﬂD -+ Departure
|

! ' Smgle service

station

Fig. 10.12

(iié) no other unit can enter phase 3 until the previous unit leaves phase 1.
Properties. The Erlang family of service time distribution has many interesting properties such as :

(1) All the members share the common mean 1/},
that is, E(r) = 1/K}, and variance of ¢ is given s l o=
by V(1) = 1/kp? z )
(2) One parameter family is obtained by setting § T
k=1. z AN \ o
(3) The mode is located at : g ' S~ k;g
t=0 fork=1, £ - k=1
t=1/2) fork=2, s
________________ 12p 2/3p p
t=(k-1)/k1 for general k, Service Time
t=1/n fork—e | Fig. 10.13. The Earlang family of service time distribution.

(@) Ask —> oo, V() — 0, [since V(1) = 1/ky’]
(5) For constant service time, k — o= [Note.}

10.8. SOME QUALITATIVE ASSUMPTIONS
It is essential to pay much attention to physical significance of following three qualitative assumptions for
further discussion of queueing system.
(a) Stationary waiting line. The probability that n customers arrive in a time interval (T, T+1) is
independent of T and is a function of the variables n and ¢ both.
(b) Absence of after effects. This means that the probability of n customers arriving during a time
interval (T, T + 1) does not depend on the number of customers arriving before T.
(¢) The orderlines of the waiting line. It expresses the practical impossibility of two or more customers

arriving at the same instant of time.
A waiting line (queue) satisfying the above three conditions is usually called a Simple Queue.

random variates in queueing system to be

Q. 1. (a) Explain the basic queueing process. What are the important

investigated ?
(b) What do you understand by () queue discipline (i)} input, and (i#) holding time 7

2. Explain : () the constituents of a quaueing model, and (i) the characteristics to be anhalysed.
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State some of the important distributions of arrival intervals and service times. [Delhi MAM.Sc (OR) 93]
Give the essential characteristics of the queueing process. )

State some of the important inter-arsival and sarvice time distributions.

What do you understand by a queus 2 Give soma important applications of queusing theory.

Find tha mode of tha k-Erlang distribution with parameter |L.

What do you understand by a optimum service rate ? Show how some imporant queueing formulae are used in
detsrmining the optimum service rate and the number of channels.

9. Prove that, lorm: Enlang distribution with parameters p and k, the mode is at (1 - 1/k) 1/p , the mean is 1/, and the
variancels 1//" - [Kanpur 96; Garhwal M.Sc. (Stat) 92; Meerut (M.Sc. Maths) 90}
10. Write a note on Erfangiandistibution. ' [Meerut {OR) 2003; Delhi M.A/M.Sc. (OR.) 90]

mNe ;@

10.9. KENDALL'S NOTATION FOR REPRESENTING QUEUEING MODELS

Gﬁneral]y queueing model may be completely specified in the following symbolic form : (alblc): {d]e),
where
a = probability law for the arrival (or inter-arrival) time.

b = probability law according to which the customers are being served,

¢ = number of channels (or service stations),

d = capacity of the system, i.¢., the maximum number allowed in the system (in service and waiting), ‘

e = queuediscipline.

It is important to note that first three characteristics (a | b | ¢)in the above notation were introduced by D.
Kendall (1953). Later, A. Lee. (1966) added the fourth {(d) and the fifth (e} characteristics to the notation.
Although, it is noticed that this notation is not suitable for describing complex models such as queues in series,
or network queues. This will be suitable, however, for the purpose of material presented here, and the reader
should find it helpful in comparing the different models.

Q. Explain Kendall's notations for representing queuaing models. [JNTU {Mech. & Prod.) 2004]

10.10. CLASSIFICATION OF QUEUEING MODELS

For simplicity, the queueing models can be basically classified as follows :
I—Probabilistic Queueing Models

Model 1. (Erlang Model). This model is symbolically represented by (M1M11): (o | FCFS). This
denotes Poisson arrival (exponential inter-atrival), Poisson departure (exponential service time), single
server, infinite capacity and “First Come, First Served” service discipline.

" Note. Since the ‘Poisson’ and the ‘Exponential” di stributions are related 1o each other (see sec. 10.7-3), both of
them are denoted by the same letter ‘M’ . Letter ‘M’ is used due to Markovian property of exponential process.

Model 11. (General Erlang Model). Although this model is also represented by MIMI1} (e} F CFS),
but this is a general queveing imodel in which the rate of arrival and the service depend on the length 1 of the line.

Model II1. This model is represented by (M1 M11): (N | FCFS). In this model, capacity of the system is
limited (finite), say N. Obviously, the number of arrivals will not exceed the number Nin any case.

Model IV. This model is represented by (M IM15): (=) FCFS),in which the number of service stations
is s in parallel. ‘

Model V. This model is represented by (M| Ey 1 1) : (e 1 FCFS), that is, Poisson arrivals, Erlangian
service time for k phases and a single server.

Model VL. (Machine Repairing Model). This model is represented by (MIMIR): (K GD), K > R, that
is, Poisson arrivals, Exponential service time, R repairmen, and K machines in the system, and general queue
discipline.

Il\)flodel VIL Power-Supply Model.

Model VIIL Economic Cost Profit Models.

Model IX. (M1G 1) : (= |1GD), where G is the general output distribution, and GD represents a general’
service discipline.
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Il—Mixed Queueing Model
ModelX. (MIDI1):(eo| Fi CFS), where D stands for deterministic service time.
lil—Deterministic Queueing Model
ModelXL. (DID11): (K~ 11| FCFS), where
D — Deterministic arrivals, i.e., inter-arrival time distribution is constant or regular.
D — Deterministic service time distribution. -

Q. 1. Give abrief summary of the various types of queueing models. . [Bhubnashwar (IT) 2004)
2, Write a note on Kendaland Lee’s notation for the identification of queuss. [Karnataka 94]

10.11. SOLUTION OF QUEUEING MODELS AND LIMITATIONS FOR ITS APPLICATIONS

The solution of queueing models as classified in sec. 10.10 may consist of the following parts :
(a) To obtain the system of steady state equations governing the queue.

(b) Tosolve these equations for finding out the probability distribution of queue length,

(c) To obtain probability density function for waiting time distribution. S

(d) To find the busy period distribution. _

(e) Toderive formula for L., L,(LIL>0),W, W, (WIW > 0),and Var {n}, etc.

() Also, to obtain the probability of arrival during the service time of any customer.

Limitation for Application of Queuein'g Model :

The single channel queueing model can be fitted in situations where the following conditions are satisfied.

{i) The number of arrivals rate is denoted by A.

(if) The service time has exponential distribution. The average-service rate is denoted by 1.

(iii) Arrivals are from infinite population.

(iv) The queue discipline is FCFS (i.e. FIFO), i.e. the customers are served on a first come first served

basis—

.(v) There isonly asingle service station.

(vi) The mean arrival rate is less than the mean service rate, i.e. A < i

{vii)The waiting space available for customers in the queue is infinite. '

'The single channel queueing model is the most simple model which is based on the above mentioned
assumption. But, in reality, there are several limitations of this modes in its applications. One abvious
limitation is the possibility that the waiting space, in fact, be limited. Other possibility is that arrival rate is state
dependent. That is, potential customers are discouraged from entering the queue if they observe a long line at
the time they arrive. Another practical limitation of the model is that the arrival process is not stationary. It is
quite possible that the service station would experience peak period, and slack periods during which the arrival
rate is higher and lower respectively than the over all average. These could occur at particular times during a
day or a week or particular weeks during a year. The population of customers served may be finite, the queuc
discipline may not be first come first served. In general, the validity of these models depends on the
assumptions that are often unrealistic in practice.

Even when the assumptions are realistic, there is another limitation of queveing theory that is often
overlooked. Queueing models give steady state solution, i.e. the model tells us what will happen after
queueing system hes been in operation long enough to eliminate the effects of starting with an empty queue at
the beginning of each business day. In some applications, the queucing system never reaches a steady state, so
the model solutions are of little importance. :

Q.1. Mention any saven conditions that must be fulfiled by the situations if they were to be dascribed by a queusing model.
What are the limitations of this model in its applications. [C.A. (Nov.} 93]

2. (a) Describe Queueing model and its significance. What are varicus queus models, giva in details ?

(b) List the factors that constitute the basic elements of quewing model. For each of those, enumenats the altematives possible.
Represant them diagrarmatically to cover all possible implimentations of a queveing model ? [IGNOU 98, 98, 96]
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We now proceed to discuss each model in detail with the help of various interesting examples.

10.12. MODEL L (M | M | 1): (- | FCFS) : BIRTH AND DEATH MODEL

This model is also called the ‘birth and death model’.
I. To obtain the system of steady-state equations. _ [Agra 99; Meerut 33}
The probability that there will be n units (n > 0) in the system at time (¢ + Af) may be expressed as the sum
of three independent compound probabilities, by using the fundamental properties of probability, Poisson
arrivals, and of exponential service times.
(i) The productof three probabilities (see Fig. 10.14),
(@) that there are n units in the system attime 7 = P,
(b) that there is no arrival in time At = Po(Ar) = 1 - AAr [see (10.20)]
(c) thatthere is no service intime Ar = Qa0) =1 —pAr [see (10.47))
is given by

P01 —AADL = AN E P [T~ (A + ) Al + O (AD.

n units _ n units (n-{1)unils n linils
4 .
al ) At

no-arrival. no service one arrival, no service
t t+At { t+At

Fig. 10.14. ' Fig. 10.15

(i) The product of three probabilities (see Fig. 10.15),

{a) thatthere are (n — 1) unitsin the systemattime = P, _(8);

(b) that there is one arrival in time Ar = Pi(Af) =AAr [see (10.21)]

(c) thatthere is no service in Ar = @y, (0) = 1 — pArg
is given by P, (0.(MAN(1 —pA = AP, _ (1} Ar+ Ox(AD),
(iif) The product of probabilities (see Fig. 10.16),

" (a) thatthereare (n + 1) unitsin the systemattimet = P, (1)
(b) that there is no arrival in time Az

= Py(Af) = 1 — MA? e fhunts n yns
= 0 = - L
(c) thatthere is one serviceintime - A
Ar = Qafl) = HATL; [see (10.48)) t no arrival, one service =
T
is given by
Fig. 10.16

Ppo i) (1 =MD pALS Py (1) pAL+ O3(A).
Note. The probabilities of more than one unit ariving and/or being served during the interval Ar are assumed o be negligible. Further,
O, (A1), O(A1), Oy(4Ar) are also the functions of At in the sense of notation ‘O{Af)’ as explained in sec. 10.7-2.
Now, by adding above three independent compound probabilities, we obtain the probability of n units in
the system at time (¢ + A?), i.e., -
Pt+AN=P, ) [1- A+ ) A+ P, (D) AAL+ Py, 1O WAL+ O(AD, ..(10.51)
where O(Ar) = O (At} + Oy(AD) + O(An).
The equation (10.51) may be written as
= A£ B0 __ A+ 1) PA0) + AP, (1) + WPy (D) + odn

At
Now, taking limit as Az — 0.on both sides,
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im Pn (¢ + A~ Pt ; A
A!To ( At) @0 _ A?-TO [— A+ P+ AP, (D +1P, . (D) + %‘T‘l]
or dP,(1n) == A+ W) Pt} + AP, _ () + WP, , (D); n > 0] since lim o) =0 .(10.52)
d' At 0 Ar

In a similar fashion, the probability that there will be no unit (i.e. n = 0) in the system at time (¢ + Af) will
be the sum of the following two independent probabilities :
(i) Prob. [that there is no unit in the system at time t and no arrival in time At] = Po(£).(1 - AAf).

question of any service in time Az does not arise because there are no units in the system at time 1; and
(i) Prob, [that there is one unit in the system at time t, one unit serviced in At, and no arrival in At]
=P (.pAL{l - AAD = Pi(HuAL + O(Ar)
Now, adding these two probabilities, we get

Po(t + Ar) = Py(t) [1 — AAf] + Py (1) HA? + O(AD i ...(10.53)
Po(t + Aty — P,
or olt Ai Um=—7\'l_’o(1)+lipl(‘)+%}l'
Now, taking limit on both sides as Ar ~» 0
dPy(D) .
S =~ MPol®) + uP\(), forn=0 .(10.54)

Since only the steady state probabilities are considered here (see sec. 10.4),

im d [Pt - ;
lim 41F,0]_ 0, fornz0 and '}me P,(#) = P, (which is independent of r)

foe gy
- Consequently, the equations (10.52) and (10.54) can be written as : '
== (A+W) P, +AP,_, +pP,, |, ifn>0 -(10.52a)
0=—APy+ P, ifn=0 ' ' ..(10.54a)

In this way, the equations (10.52a) and (10.54a) constitute the system of steady state difference equations
for this model.

Q. Inasingle sarver, Poisson arrival and exponential service time queusing system, show that probability P, of ncustomers
in steady siate satisfy the following equations ;
APy=pPy, (A + WPy =pP + APy, and (A + )P, = [TE +APn_q, for n22,

IL. To solve the system of difference equations. [Meerut 97 P]
By the technique of successive substitution. we solve the difference equations :
O=—(A+W) P, +AP,_ | +UP, .\, ifn>0,
=—7U’o+l-'~Pl- if'n=0,
Since Py=P,
P = % Py [from the equation (10.54a) for n = 0]
Py= %I P = [ﬁ Jz Py [from letting n = 1 in the egn. (10.52a) for n > 0 and substituting for P, ]
3 .
Py = 3 P, = ( % ] Py [from letting n = 2 in egn. (10.524) for n > 0 and substituting for P,]
P,,=%P,,_1 - L%TPO [forn 2 0] (10.55)

Now using the fact that ZOP,, =1,

A AV A A (A
P0+EP0+(E] Po+...+[§]nP0+...=l or P°[1+E+(ET"']'=]
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or Po T—-—;LE] =1 [since (AJ) <1 as explained in sec. 10.6, sum of infinite G.P. is valid]
or . Pp=1-(A/u) ...(10.56}

Now, substituting the value of Po from (10.56) in (10.55), we get

P, = %I[l—%)=p"(l—p), p=—:i<l,n20 .(10.57)
Thus, equations (10.56) and (10.

Q. 1. Derive the ditferential-differance equations for the queusing model (M| M1 1) : (= | FCFS). How would you proceed to
solve the modsl 7 [Meerut (Stat.) 98; Delhi M.AM.Sc. (OR). 90]

2. Obtain the steady state solution of (M | M1 1) : (= | FCFS} system and also find expected value of queus langth n.
[Meerut (Maths.) 97P; Garhwal (Stat.) 96]

3. Explain{MIMI1): {= | FCF$)queueing model, deriva and solve the difference equations in steady state, of the modet.
‘ [Agra 83; Garhwal M.Sc. (Stat.) 93]

4. Show that for a single service station, Poisson arrivals and exponential service time, the probability that exactly n calling
units are in the queueing systemis P, = (1 - p} p", nz 0, whara p is the traffic intensity.

7) rather give the required probability distribution of queue length,

Further, we may also compute a useful probability, v;'z..

oo oo N-1
Prob. [queue size2 N]=L P,= XL P,~ L P,=1 —~(Pp+Pi+...+Py_1}
"=N n=0 n=0

' N1
=1—[P0+-EP0+..,+[%) Po]:l-Po[l—jME[J

1-A/1
A [ 1- (A ”] A T
=]l-|1-= =|= from {5.56), Pp=1 - (A/|
[ )= [from (5.56), Po =1~ (M/1)]

Prob. [queue size > N1 = (/W)™ = p%. ..{10.58)

Q. 1. Describe a queue model and steady state equations of M| M1 1 queues. What is the prob. that at least one unit ia
presant in the system, [Mesrut (1.P.M.) 80]

2. Explain M| M1 1 queue model in the transient state. Derive steady state solution for the M1 M| 1 queud model.

{Garhwal M.Sc. (Math.) 91]

3. If P,represents the probability of finding nin tha long run in a quaueing system with Polsson arrivals having parameter
2 and axponential service times with parameter 1, show that. ’
APy —(A+P) Po¥ WP =0 for n>0
and —APy+pPy=0. forn=0

Solve these differance equations and obtain P, in terms of P= /L. £1.A.S. (Main) 95]

1IL. To obtain probability density function of waiting time (excluding service time) distribution.
) . [Kanpur 93]
In the steady statc, cach customer has the same waiting time distribution. This is a continuous distribution
with probability density function ‘¥(w), and we denote by W(w) dw the probability that a customer beginstobe
served in the interval (w, w+dw), where w is measured from the time of his arrival. We suppose that a
customer arrives at time w=0 and service begins in the interval (w, w +dw). Fig. 10.17 illustrates this
situation. For convenience, we label the customer as A.
(i) There is a finite probability
that waiting time is zero (Py  customer Aamives his service
the probability that the system : begins
is empty). i '
(if) If there are n customers
already in the system when the dw
customer A arrives, n must g w wdw
leave before the service of A

Fig. 1017
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begins. More precisely, (n ~ 1) customers must leave during the time interval (0, w), and the nth
customer during (w, w + dw).

Uf n customers left by the time w, service of A could begin before the interval (w, w + dw); and if fewer
than (n — 1) left by time w, service could only begin in (w, w + dw); if there were two or more departures in
that interval, the probability is O (dt) which may be ignored).

The server’s mean rate of service is } in unit time, or pw in time w, and the probability of (n— 1)
departures in time w, during which the sever is busy, is the appropriate term of the Poisson distribution
W) e ™/ m-1t

Let there be n units in the system (see Fig. 10.18), then

W, (w} dw =Prob. {(n ~ 1) units are served at time w] x Prob. [one unit is served in time dwl,

a—1 —uw
or , ¥, (w)dw= —(%'—- X W dw. ..(10.59)

Let W be the waiting time of a unit who has to wait such that
w S W < w dw, then the probability ¥(w) dw is given by (1) units served 7 units *

¥(w) dw=Prob. (w S W< w+dw)

= (The probability of n customers in the system when

customer A arrives) X {the probability that exactly n—1 one unit served _
customers leave in (0, w)] X [the probability that #th customer w wedw
leaves in (w, w + dw)], summed over all n from 1 to oo Fig. 10.18
oo oo A Vi s w -1 P
=L P dw=X | = 1-=1 d
et ' (W) dw 23 (“J ( HJ L{n—l)! o dw
[from (10.57) and (10.59)]
! . n—1 oo n-1
p=(2][1-2 =l(1—2“- petw g IMI@IIT ) Ay T Q)
p TR T n n=1 (n=1)1! ! n=1(n—1)!
2
=3 1—& e_"w[l+M+M+...]dw =2 ]—}- e M M dw
_ 1] ! 2! p
F(w)=A 1—% e by, .-(10.60)

- This result may also be obtained by using the Laplace transform of service time distribution, and the
properties of the waiting time distribution may be found from its Laplace transform.

Obviously,_[ W(w) dw # 1, because it has the value A/ M.
0

It is important to note that the case for which w = 0 has been excluded in eqn. (10.60). Thus,

Prob. [W = 0] = Prob. [no unit in the system} = Py=1—-(\/ ). [from eqn. (10.56)]
Now, the sum of all probabilities of waiting time
=j0 Prob. [w £ W< w +dw] + Prob. [W = 0] .(10.61)
a1 1-2)
0 u K
= 3‘- +] ] & =
n K

Henoe it-is concluded that the complete distribution for wai ting time is partly continuous and partly
discrete: = .
(5} continuous for w < W < w + dw with probability density function Y(w) given by eqn. (10.60); and
(#) discrete for W =0, with Prob (W =0) = 1 — (A/).
The probability that waiting time exceeds w is given by
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[" wonydw=]" x(l—%]e“"“”wdwz[_%e‘("‘*’w )- =_Ee_m—1)w=pe-(u-m

LJ w

which does not include the service time.

Q. 1. Define cumulative probabiiity distribution of waiting time for a customer who has to wait and show that in an
(ML M1 1) : (e | FIFO) queue system, itis given by1-p P ~P wharap = A/l

H
[Hint. Cum. Distribution = Io A1 -p) oM TP aw=(1-p))
2. Define (MIMI 1) system. [IGNOU 99 (Dec.)]

IV. Tofind prob. distribution of time spent in the system (busy period distribution ).
[Kanpur M.Sc. (Math.) 93]

In order to find the probability density function for the distribution of total time (waiting + service} an
arrival spends in the system, let W(w | w>0)= probability density function for waiting time such that a
person has to wail.

The statement “person has fo wait” is meant that the server remains busy in the busy period.

Applying the rule of conditional probability, ‘

Yiw)ldw  W(w)dw
Prob. (w>0)

Y(wiw>0dw=

.

J: W(w) dw

Substituting the value for ¥(w) from egn. (10.60},
AI-AWe® Maw A0 -Mpe® Maw

Piwlw>0dw =

oo . M
IO A=A e BP g "
or Wowlw>0)=(—Aye ¥ o : .(10.62)
Here,f: \y(w|w>0)dw=j: m-Ne * Mdw=1.

Hence it gives the required probability density function for the busy period.
If service time is included then,

P(WZW) =J-w (u_l) e‘(ﬂ—llwd“,:e—(u"”"

V. MEASURES OF MODEL:
(i) Tofind expected (average) number of units in the system, L, .

By definition of expected value,

oo oo 4 L -1
Li=ZnP=% n(}-j 1-}-}= 1-5]i z n(L]'
n=1 n=1 \ M u Bjka=1 (M

=[] -%)-ﬁ—[ | +2[%]+3(%}2+..‘ oo] =(1_%]ﬁ[m]*(seefwt-mtc)

*Let S=1 +2(-:l= ]+3[% ]2+ ... =, which is Arithmatico-Geometric series,
jo- (2ol
1} [ H
On subtracting,
[1_£}S=1+[L]+[AT+_"&= 1 (sum of infinite G.P.}
i | u T-Ap

T -t
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AMp _ p _
A-A/p) 1-p Vherep=A/u<l .(10.63)

which is the required formula.

or L=

Q. 1. Inacertain queueing system with one sarver, the arrivals obey a Poisson distribution with mean A and the service time
distribution has mean 1/. Oblain the generating function of the length of the queue which a departing customer leaves
behind him,

2. Show thatfor a single service station, Poisson arrivals and exponential service time, the probability that exactly an calling
units are In queusing systemis Py =(I-p) p", n2 0 (p Is the traffic intensity).
Also, find the expected line length. [B.H.U. 93]
Show that average number of units ina M| M1 1 system is equal to p/(1-p). [Agra 99; Raj. Univ. {M. Phil) 93]
4, Discuss (MIM| 1) : (= | FCFS) queueing model and find the axpacted line langth &(L,) in the system.

[Garhwal M.Sc. (Math.) 96]

Ll

5. Forthe MIM | 1 queuseing system, find :
(a) Expectad valus of queue length n

{b) Prob. distribution of waiting time w. [Meerut M.Sc. (Math.) BP-96)
6. Explain a system with Polsson input, exponential waiting time with single chennel. Also determining the average length
of the waiting time. [Meerut 2002)-

() Tofind expected (average) queue length, L, : [IGNOU 1999; Meerut 97 P, 93; Kanpur 93]
Since there are (n ~ 1) units in the queue excluding one being serviced, .

L= (n-)P,=%nP,-LP=% nP,,—[ z P,-P,
n=1 n=1 n=1 n=1 n=0

=L~ [1 = Py} [sincc Z P,= 1]
n=0

Substituting the value of Py from (10.56), we have

Lq=L,-1+(l-ﬁ] - (10.64)
. A_pt M p
or L,-L,—u-l_p,whcrc L’"l—l/u—l—p'

Q. 1. ForMI| M| 1 modal, obtain-lhe expected number ofwaiﬁngi:ustomers ifthe queusing process is going on for a long time.

2. Describe the syster{m of steady state equations for a queueing model (M1 M| 1) : (FCF3, ) and obtain their solution.
Obtain the mean quéue length and mean number of ynits in the system. {Meerut 95, 90]

(iif) To find mean (or expected) waiting time in the queue (excluding service time), W,
Since expected time an arrival spends in the queue is given by

Wo=[ weondw =] w.x[ 1 —%]e-(“-"‘” dn [from eqn. (10.60)]
Integrating by parts, -
~-Nw - -

=l(l—&] w-E - ] 28_“'[-1)"’ =7\.( l] ] 2

K “B- @-n 0 -2

A
W= {10,
" pu-1) (1063)

(iv) Tofind expected waiting time in the system (including service time), W, :

Since expected waiting time in the system = Expected waiting time in queue + expected service time, i.e.
W, =W, + 1/l (expected service time or mean service time = }/ H). Substituting the value of W, from

eqn. (10.65), we get
A 1 1
W TITISE D RATRTIYY :

() Tofind expected waiting time of a customer who has to wait, (W1 W > 0).
The expected length of the busy period is given by

.(10.6€)
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(WIW>0)= jo w\B(w > 0) a'w:_[o w. (-2 e ® " gy [fromegn. (10.62)]
Integrating by parts, we get '

1 1
. (W|W>0)=M-7~=N(1-P) ...(10.67)
(vi) Tofind expected length of non-empty queue, (L | L > 0).
By definition of conditional probability,
(L1L>0)=L,/ Prob. (an arrival has to wait, L > ()
= L,/ (1 — Pgfisince probability of an arrival not to wait is Pg)
Substituting the value of L; and P from eqns. (5.63) and (10.56), we get
AW/ = A/ 1
LIL>0)=" ”)75/” “)zuﬂfldp .(10.68)
(vii) Tofind the variance of queue length. [Kanpur 93]
By definition,
Var.(n) = £ n° P,,-[ z nP,,I= T w2 P,—[LJ
n=1 n=1 ) n=1
=X ln2 -pp'- []—P—p JZ (using (100.57) and (10.63}]
n= = :

=(1-p) (Pp+ 2297+ 3%’ + .1 - p/(1 - p)
=(1-p)pl1+2% +3%*+.]-p*/(1-p)

1+p T p
=(1-p) [ ]— [see foot note]
ppz(l—pf (-py oo

=p/(1-p).

Q. 1. Obtain the steady state equations for the model (M1 M| 1): (= | FCFS) i.e. single sarver, Poisson arrival, negative
exponantial service), and also find the formula for :

() varianca of the queue length, (i the average waiting langth, (#) Prob. Quaue size 2 ¥,
(i The average (mean) queua langth., (V) the average walting length given that it is greater than zero,
(vi) The average number of customers in the system. [Raj. Unlv. (M. Phil} 80]
2. Define the concapt of busy period In queusing theory and obtain its distribution for the system M1 M I 1: (el FCFS).
Show that the average langth of the busy periodis 1/(t — ).
3. Customers arrive at a sales counter in a Poisson fashion with mean arrival rate A and exponential service timas with
mean service rate . Determine : -
() Average length of non-empty quaues, (i) Average waiting time of an arrival.
4. Fortha queuaing system in which there Is a single channel and the inter-arrival ime of units and the service time of units
follow exponential distribution prove that :

(# 1/¢u — A} is the average time an arrival spends in the system, (i) 1.2/].1 (i - A) is average queue length.

(viii) To find the probability of arrivals during the service time of any given customer.
Since the arrivals are Poisson and service times are exponential, the probability of r arrivals during the
service time of any given customer is given by

*LetS=1 +22p+32p2+
Integrating both sides in the limit 0 to p

P -
Jo Sdp=p+2p2+... =p(1~p) 2 [seo foot-note on p. 451]
Now, differentiating w.r.t. ‘p’
2p (1+p)
S= + = .
d-pf -p* 1-p°
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e - = , . -
Kr=J‘O Pr(‘)&'(‘)dt:jo uﬂl‘:‘l"l-w_mdt=17£i _[0 e—ﬂ.+u)ttrdt
f o0
ll-lr(r+ l) [using ,[0 e—ulrﬂd!=££§_i-_])_:|

_W an+|
=[k:uj'l+u [sinceI(r+1)=r1]

10.12-1. Inter-Relationship Between L, Ly, W, Wg.

It can be proved under (rather) general conditions of arrival, departure, and service discipline that the
formulae,

L,=\W, ..{10.69)
and Lq: A'qu ..4(10.70)
will hold in general. These formuiae act as key points in establishing the strong relationships between
W,, W,, L, and L, which can be found as follows.

By definition, W,=W,-1/u (10.71)
Thus, multiplying both sides by A and substituting the values from (10.69) and (10.70),
L,=L,- M. -(10.72)

This means that one of the four expected values (together with A and ) should immediately yleld the
- remaining three values.

Q. In(MIMI1): {=|FCFS} modet obtain p.df. of waiting time (excluding service time) and hence obtain E(W,),
E(Wy), E(Lg). E(Ly). [Garhwa! M.Sc. (Stat.) 93]

10.12-2. lllustrative Examples on Model |

Example 1. A TV repairman finds that the time spent on his jobs has an exponential distribution with
mean 30 minutes. If he repairs sets in the order in which they come in, and if the arrival of sets is
approximately Poisson with an average rate of 10 per 8-hour day, what is repairman’s expected idle time each
day ? How many jobs are ahead of the average set just brought in ?

[JNTU 2002; Agra 98, 93; Karnataka B.E. (CSE) 93; Iloorut {Maths.) 91)

Solution. Here, b =1/30, A = 10/(8 x 60) = 1/48. Therefore, expected number of jobs are

L= A A 1/48

1-A/ pu—-A_ =1730= 1748 ~ 1¥3jobs. \ Ans.

Since the fraction of thc time the repairman is busy (i.e. traffic intensity) is equal to A/, the number of

hours for which the repairman remains busy in a 8-hour day is
=8 . (A/U) =8 x 30/48 = 5 hours.

Therefore, the time for which the repairman remains idle in 8-hour day = (8 — 5) hours = 3 hours.  Ans.

Example 2. Ar what average rate must a clerk at a supermarket work in order to ensure a probability of
0.90 that the customer will not have to wait longer than 12 minutes ? It is assumed that there is only one
counter to which customer: arrive in a Poisson fashion at an average rate of 15 per hour. The length of service
by the clerk has an expone.-tial distribution. [Meerut (Maths.) 85, 96]

Solution. Here, A = 15/60 = 1/4 customer/minute, L = 7 Prob. [waiting time 2 12] = 1 — 0.90 = 0.10.

oo — (= 7™
Therefore, I l(l—-’ﬁ}e'("_l’wdw=0.10 or l(l-&][ﬁ] =0.10
A 12
(3 12p) _

=04 or 1/ =2.48 minute per service. Ans,
Example 3. Arrivals at a telephone booth are considered to be Poisson, with an average time of 10

minutes between one arrival and the next. The length of a phone call assumed to be distributed exponentially
with mean 3 minutes. Then,

or
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(@) What is the probability that a person arriving at the booth will have to wait ?
[Meerut 2002; |.A.S. (Main) 91}
(b) What is the average length of the queues that form from time to time ? [Mesrut 2002; Kanpur 2000]
(¢} The telephone department will install a second booth when convinced that an arrival would expect to
have to wait at least three minutes for the phone. By how much must the flow of arrivals be increased in order
to justify a second booth ? [Meerut 2002; I.A.S. (Maths} 91)
Solution. Here, A=1/t0andpu=1/3

(@) Prob.(W>0)=1--Py=A/p [fromeqn. (10.60)]= ]1—0 X ;:- = -T%= 0.3 Ans.
B (LIL>0)=p/(u—-3) =13/(13-110)= 143 persons [from eqn. (10.68)] Ans.
() Wy=h/pn— A) [fromeqn. (10.65)]

Since W, =3, u=15, A = X’ (say) for second booth, therefore
A e aa
i= A=A’ giving A’ = 0.16.
Hence, increase in the arrival rate = 0.16 — 0.10 = 0.06 arrivals per minute. Ans.

Example 4. As in Example 3, a telephone booth with Poisson arrivals spaced 10 minutes apart on the
average, and exponential call lengths averaging 3 minutes.

(a) What is the probability that an arrival will have to wait more than 10 minutes before the phone is free ?

(b) What is the probability that it will take him more than 10 minutes altogether to wait for phone and

complete hiscall ?

(¢) Estimate the fraction of a day that the phone will be in use.

(d) Findthe average number of units in the system.

Solution. Here A = 0.1 arrival per minute, #t = 0.33 service per minute.

{(a) Prob. [waiting time 2 10] = I; Y(w) dw= I; ( 1- % )?Le_ B-hw gy

= 5[ Pl "’“’] o=03¢ 23 _0.03 [see Exponential Tables]  Ans.

(b) Prob. [waiting time in the system 2 10]
= I -2 e # gy = 10 M= ¢ 23-0.10 [see Exp. Table] Ans.
10

(¢) The fraction of a day that the phone will be busy = traffic intensity p=A/pn=0.3.
(d) Average number of units in the system,
A % 0) _ ‘
L,= m= - lio~ 34 = 0.43 customer. Ans.
Example 5. (a) In a railway marshalling yard, goods trains arrive at a rate of 30 trains per day.
Assuming that the inter-arrival time follows an exponential distribution and the service time ( the time taken to

hump a train) distribution is also exponential with an average 36 minutes. Calculate the following :
(i) The average number of trains in the queue.

(i) The probability that the queue size exceeds 10. [NTU 99, 98; Ra}. Unlv. (M. Phil.) 83, 80]
Ifthe input of trains increases to an average 33 per day, what will be change in (i) and (ii) ?
Establish the formula you use in your calculations. [JNTU 2002; Agra 98; 1.A.S. (Main) 90]
Solution. Here _ 36
30 1 . . 1 .
= =— . = _——=——= 0, .
A 60 x 24 — 48 trains/minute; j 36 trains/minute, and p =48 75
, _ _ 075 .

3] Lx-l_p—]_0.75‘3trams.
(ii) Prob [queue size 2 10]1=p'®=(0.75)'"=0.06. . Ans.

When the input increases to 33 trains perday A = 143, p = %"}
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Therefore, p = A/1 = 36/43 = 0.84. Hence,

() L,=0.84/0.16 =S5 trains (i) Prob (queue size > 10) = (0.84)'®=0.2 (approx.)

(b) Trains arrive at the yard every 20 minutes and the service time is 40 minutes. If the line capacity of the
yard is limited to 6, find

(i) the probability the yard is empty.

(ii) the average number of trains in the system. [WNTU (B. Tech.) 2003}

Solution. Proceed as in part (a).

Example6. In the above problem calculate the following :

(§) Expected waiting time in the queue.

(i) The probability that number of trains in the system exceeds 10. [JNTU (B. Tech.) 98]

(#if) Average number of trains in the queue.
Solution. Here A = 148 , p = V46 and p = 0.75.
{#) Expected waiting time in the queue is
W, = =) =Te (l/l,::s_ Tag) = 108 minutes or ! hr 48 mts.
(i) P(210)= p'°_ (0.75)'° = 0.06.
(i) L, =— Gagy __ 108
7 u(u-—k) 156 (156 — Lag) ~ 48
Example 7. Consider an example from a maintenance shop. The inter-arrival times at toolcrib are
exponential with an average time of 10 minutes. The length of the service time (amount of time taken by the
toolcrib operator to meet the needs of the maintenance man) is assumed to be exponentially distributed, with
mean 6 minutes. Find :
(&) The probability that a person arriving at the booth will have to wait,
(i&y Average length for the queue that forms and the average time that an operator spends in the
Q-system.
(#i5) The manager of the shop will install a second booth when an arrival would have to wait 10 minutes or

more for the service. By how much must the rate of arrival be increased in order to justify a second
booth.

(iv} The probability that an arrival will have to wait for more than 12 minutes for service and to obtain his tools.
{v) Estimate the fraction of the day that toolcrib operator will be idle.
(vi) The probability that there will be six or more operators waiting for the service.
Solution. Here A = 60/10 = 6 per hour, p = 60/6 = 10 per hour [virbhadrah 2000]
(¥) A personwill have to wait if the service facility is not idle.
Probability that the service facility is idle = Probability of no customer in the system (Py)
Probability of waiting=1-Po=1~(1-p)=p=A/u=6/10=06 Ans.
@) L,=p*/(1~p)=(0.6)*/(1-0.6)=09
Li=L,+A/p=09+06=15 . W,=L/A=15/6=Vshours
(i) Wy=L,/1n=0.9/6 hrs. = 9 minutes.
Let A be the arrival rate when a second booth is justified, ie., W, 2 10 minutes.
W, = _r __10
T pu-1) " 60°
6A=10(10-2) or 16A =100 or A =6.25.
chcc if the arrival rate exceeds 6.25 per hour, the second booth will be justified.
(iv) Probability of waiting for 12 minutes or more is given by

(" _ —u-Aw o - (- Aw
Prob. (W2 12)=] pn-2)e dw=—g[e T
= pe WMV g g o~ (10-6L12/60 _ g6 ,~45 = 027, Ans.
(v) Po=1-p=04,40% of the time of toolcrib operator is idle.
(vi) Probability of six or more operators waiting for the service = p® = (0.6)°.

= 2.25 or nearly 2 trains.
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Example8. On an average 96 patients per 24-hour day require the service of an emergency clinic. Also
on average, a patient requires 10 minutes of active attention. Assume that the facility can handle only one
emergency at a time. Suppose that it costs the clinic Rs. 100 per patient treated to obtain an average servicing
time of 10 minutes, and that each minute of decrease in this average time would cost Rs. 10 per patient treated.
How much would have to be budgeted by the clinic to decrease the average size of the queue from 1Y patients
to V2 patient. [JNTU (B. Tech.) 2004; I.A.S. (Main) 93)

96 __ 1 aient/minute, = patent/m
246015 patient/minute, k= o patient/minute
Expected number of patients in the waiting line
L= AN sy
T up-A) Vi (Vo Ws)
But, L, = 115isreduced to L,/ = 12.

Solution. Here A =

= 11/3 patients.

s2
Therefore, substituting L,” = V2, A" =4 = V5 in the formula L, = S , we get

W =)
/2= (1/15)°
T -1/15)

which gives ' = %15 patient/minute.

Hence the average rate of treatment required is 1/’ = 7.5 minutes.

Consequently, the decrease in the average rate of treatment = 10 — 154 = 52 minutes;
and the budget per patient = 100 + ¥2 X 10 = Rs. 125. So in order to get the required size of the queue, the
budget should be increased from Rs. 100 to Rs. 125 per patient.

Example9. The mean rate of arrival of planes at an airport during the peak period is 20 hour, but the
actual number of arrivals in any hour follows a Poisson distribution with the respective averages. When there
is congestion, the planes are forced to fly over the field in the stack awaiting the landing of other planes that
arrived earlier. '

(i) How many planes would be flying over the field in the stack on an average in good weather and in bad
weather ?

(i) How long a plane would be in the stack and in the process of landing in good and in bad weather ?

(i) How much stack and landing time to allow so that priority to land out of order would have to be
requested only one time in twenty ? [Agra 98]

Solution. Here '

A = 20 planes/hour
and - {60 planes/hour in good weather
30 planes/hour in bad weather

, A2 20%/60(60 — 20) = V6 in good weather
@ Ly=——=3.2 ) Ans.
WKr—-A)  |20%/30(30 - 20) = 14 in bad weather
—_— = 1 ' 1
) W,= 1 {1/(60 —20) = V40 hrs. in good weather Ans.

B—A |1/(30 — 20) = V10 hrs. in bad weather
(iif) The waiting time *w’ taken by the plane in landing and ini the stack is given by

J': (-2 e * Mdw=0.95

x[e*m_ml‘: 0.95
—n|E——| =09
ot w-n|5

or j—e WM =095 or e WM 20,05 (A)
Now the value of w can be determined in both the cases.
Casel. When weather is good :

Substituting . = 20, u = 60 ineqn. (A), e~ 4w = 0.05. .
Taking the logarithm of both sides to the base e (instead of 10),
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—~ 40w = log, (0.05) = — 2.9957 [~ log,e=1, . log, (0.05) = —2.9957]

= 2957 _ 0,075 hour = 4.5 minutes Ans.

or
40

Case 2. When weather is bad :
Substitution A = 20, p = 30 in egn. (A),

- 10w
e =0.05
Solving this equation as in case I above, we get .
w = 0.3 hour = 18 minutes. Ans.

Example 10. A refinery distributes its products by trucks, loaded at the loading dock. Both company-
trucks and independent distributor’s trucks are loaded. The independent firms complained that sometimes
they must wait in line and thus lose money paying for a truck and driver, that is only waiting, They have asked
the refinery either to put in a second loading dock or to discount prices equivalent to the waiting time. Extra
loading dock cost Rs. 100/- per day whereas the waiting time for the independent firms cost Rs. 25/- per hour.
The following data have been accumulated. Average arrival rate of all trucks is 2 per hour and average
service rate is 3 per hour. Thirty per cent of all trucks are independent. Assuming that these rates are random
according to the Poisson distrbutions, determine :

(a) the probability that a truck has to wait

(b) the waiting time of a truck that waits, and

(e) the expected cost of waiting time of independent trucks per day.

Is itadvantageous to decide in favour of a second loading dock to ward off the complaints ?
Solution. We are given that A = 2 per hour and p = 3 per hour. :

(@) The probability that a truck has to wait for scrvice is the utilization factor,

A2
p= W3 0.66
(b) The waiting time of a truck that waits is
W, _ A
WIW>0) = 7ty = a7 /W)
S N
p-A 3-2 ur

(¢} The total expected waiting time of independent trucks per day is given by :
Expected waiting time = Trucks per day X % Independent truck x Expected waiting time per truck

=(2x8)(03W,)= 16x0.3xm=4_3x

Expected Cost=Rs. (3.2 x 25) = Rs. 80.

Example11. (a) Barber A takes 15 minutes to complete one hair cut. Customers arrive in his shop at an
average rate af one every 30 minutes and the arrival process is Poisson. Barber B takes 25 minutes to
complete one hair-cut and customers arrive in his shop at an average rate of one every 50 minutes, the arrival
process being Poisson during steady state.

(0) Where would you expect the bigger queue ?

(it} Where would you require more times waiting included, to complete a hair-cut,

(b} In a hair dressing salon with one barber the customer arrival follows Poission distribution at an
average rate of one every 43 minutes. The service time is exponentially distributed with a mean of 30 minutes.
Find (i) Average number of customers in the salon.

{(if) Average waiting time of a customer before service,

(iii) Average idle time of the barber. [VTU (BE Mech.) 2003)

Solution. Proceed as in above solved examples.

Example 12. (a) An airlines organisation has one reservation clerk on duty in its local branch at any
giventime. The clerk handles information regarding passenger reservation and flight timings. Assume that the
number of customers arriving during any given period is Poisson distributed with an arrival rate of eight per
hour and that the reservation clerk can serve a customer in six minutes on an average, with an exponentially
distributed service time,

2 :
G2 3.2 hour per day.
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(i) What is the probability that the system is busy ?

(ii) What is the average time a customer spends in the system ?

(iii} What is the average length of the queue and what is the number of customers in the system ?

C.A., Nov. 96

(b) If "for a period of 2 hours in a day (8—10 AM) planes arrive at the aerodrome for every 2[0 minutes bu:
the service time continues to remain 32 minutes then calculate for this period ;

(i) the probability that the aerodrome is empty (ii) average queue length on the assumption that the time
capacity of the aerodrome is limited to 6 planes. [JNTU (Mech. & Prod.) May 2004}

Solution. (a} According to the given information :

Mean arrival rate, . = 8 customers per hour

Mean service rate, L = —662 = 10 customers per hour
A 8 4
P=u~10 ° 5

(i) The probability that the s§stem isbusy is givenby:
A A
1=Py=1—-[1=-=1}== = 08,ie,80% of the time system is busy.

(it) The average time a customér spends in the system is given by :
W, = A % hours or 30 minutes
(iii) The average length of the queuc is given by :
8 = 3-2 customers

L=y *u=x =10 % 10-8
The average number of customers in the system is givenby :

R
T u-A 10-8

(b) [Hint : Proceed as (a)]
Example 13, Customers arrive at a sales counter manned by a single person according to a Poisson

process with a mean rate of 20 per hour. The time requi red to serve a customer has an exponential distribution
with a mean of 100 seconds. Find the average waiting time of a customer. [Poona (M.B.A.) 98]

Solution. Here we are given:
A = 20 per hour,y = 601 3060 = 36 per hour

The average waiting time of a customer in the queue is given by :

or 4 customers.

20 5 5x3600 . _
W, = H—A)  36(36-20) 36x4hour:,f:n' 36 x 4 . Le., 125 seconds.

The average waiting time of a customer in the system is givenby:
1 1 ,
W, or — hour i.e., 225 seconds.

T =M T (36-20) 16
drive according 1o a Poisson distribution with mean of

Example 14. Customers arrive at a one-window
10 minutes and service time per customer is exponential with mean of 6 minutes. The space in front of the
window can accommodate only three vehicles including the serviced one. Other vehicles have to wait outside

this space. Calculate :
(i) Probability that an arriving customer can drive directly to the space in front of the window.

(i) Probability that an arriving customer will have to wait outside the directed space.
[JNTL (B. Tech.) 2003; SJMIT (BE Mech.) 2002; C.A. (May) 98]

(iii) How long an arriving customer is expected to wait before getting the service ?
Solution. From the given information, we find that :
Mean arrival rate, A, = 6 customers per hour

and mean service rate, |t = 10 customers per hour
(i) Probability that an arriving customer can drive directly to the space in front of the window is given by :
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(ii) Probability that an arriving customér will have t0 waif outside the directed space is given by :
1=(Pg+Py+P) = 1-0784 = 0216 or 21-6%
(ii1) Expected waiting time of a customer being getting the service is given by :
A .
W, = Be-%) = 100106 - 20 hr. or 9 minutes,

Example 15. The rate of arrival of customers at a public telephone booth follows Poisson distribution,
with an average time of 10 minutes between one customer and the next. The duration of a phone call is
assumed to follow exponential distribution, with mean time of 3 minutes.

(i) What is the probability that a person arriving at the booth will have to wait ?

(ii) What is the average length of the non-empty queues that form from time to time ?

(iii) The Mahanagar Telephone Nigam Lid. will install a second booth when it is convinced that the
customers would expect waiting for at least 3 minutes for their turn to make a call. By how much time should
the flow of customers increase in order to justify a second booth ?

(iv) Estimate the fraction of a day that the phone will be in use, [C.A., (May) 1999; Dalhi (M. Com.) 99]

Solution. Here we are given :

= —l—x600r6perhourandu = é—xﬁOorZOperhour

T 10
(i) Probability that a person arriving at the booth will have to wait
A 6
=1=-Py=1- l_l»l =20 03.

(ii) Average length of non-empty queues
= _E— = 20 = .
L—h " 20-6 1-42.
(iii) The installation of a second booth will be justified if the arrival rate is greater than the waiting time.
Now, if A" denotes the increased arrival rate, expected waiting time :
Y S R
o= - P s "o TV =0

(ii) Py = Prob. of no customer in the system = 1 ——?ﬁ = {5

Thus 50% of time an arrival will not have to wait.

) = % hour or 12 minutes
. A2 5x5

(iv) Average queue length= K-~ 10(0-3) 05

(v) The management will deploy the person exclusively for Xeroxing when the average time spent by a
customer exceeds 15 minutes. We wish to calculate the arrival rate that will lead to such situation. Let this
arrival rate be A", Then

LB, 1 >1; A> 6
) Y 60 To=w > g b .

Hence, if the arrival rate of customers is greater than 6 customers per hour, the average time spent by a
customer will exceed 15 minutes.

Example 16. Telephone users arrive at a booth following a Poisson distribution with an average time of 5
minutes between one arrival and the next. The time taken for a telephone call is on an average 3 minutes and it

(iii) Average time spent by a customer =
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follows an exponential distribution. What is the probability that the booth is busy ? How many more booths
should be established to reduce the waiting time to less than or equal to half of the present waiting time ?
[INTU (B. Tech.) 2003; Nagpur (M.B.A.) Nov. 98; Madras (M.B.A.), Dec. 97]
Solution. Here we are given : '
arrival rate, A = 12 per hour
_ servicerate, 0 = 20 per hour
Probability that booth is busy
A 12
Average waiting time in queue :
W 12

3
97 p(u-A)  2020~-12) 40
Average waiting time in system :

1 1 -1
We= A "20-12 8™
In case waiting time is required to be reduced to half,
, 1 1

W= A= 16 pw-12

Example 17. The XYZ company’s quality control deptt. is managed by a single clerk, who takes on an
average 5 minutes in checking parts of each of the machine coming for inspection, The machines arrive once
in every 8 minutes on the average: One hour of the machine is valued at Rs. 15 and a clerk’s time is valued at
Rs. 4 per hour. What are the average hourly queuing system costs associated with the quality control

department ?

or W = 28 per hour.

[Poona (M.B.A.) 95]

Solution. Mean arrival rate, A = %pcr min. = % per hour

Mean service rate, 4 = %per min. = 12 per hour

Average time spent by a machine in the system

1 2
T hour
Average queuing cost per machine is 5 9>< 2_ Rs. -]32
Average arrival of 6—;) machines per hour costs 1—??- X % orRs. 25

Average hourly queuing cost= Rs. 25.
Average hourly cost forthe clerk = Rs. 4

Hence total cost= Rs. 29 per hour.

Example 18. A company distributes its products by trucks loaded at its only loading station. Both,
company’s trucks and contractor’s trucks, are used for this purpose. It was found out that on an average every
five minutes, one truck arrived and the average loading time was three minutes. 50% of the trucks belong to the
contractor. Find out :

(i) the probability that a truck has to wait,

(ii) the waiting time of truck that waits, and

(iii} the expected waiting time of contractor’s trucks per day, assuming a 24-hours shift.

[Punjabi (M.B.A.) 93; C.A. Nov. 96]

Solution. Here we are given :

= 12 trucks/hr.

L.nlg

Average arrival rate of trucks, A =

= 20 trucks/hr.

. 60
Average service rate of trucks, . = 3
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(i) The probability that a truck has to wait is given by :
A 12

(it) The waiting time of a truck that waits is given by :

1 1
W, = he X =012 hour or 7-5 minutes.

(iii) The expected waiting tlmc of contractor s truck per day (assuming 24 hrs. shift)
= (No. of trucks per day) x {Contractor’s percentage) X (Expected waiting time of a truck)

50 0 A
12 x 24 x — X
100 ~ w(u-2)

1 12 54
= 288 x x20><8 5(:|r108hrs

Example19.A wa rehouse has only one loading dock manned by a three person crew. Trucks arrive at the
loading dock at an average rate of 4 trucks per hour and the arrival rate is Poisson distributed. The loading of
atruck takes 10 minutes on an average and can be assumed to be exponentially distributed. The operating cost
of a truck is Rs. 20 per hour and the members of the loading crew are paid @ Rs. 6 each per hour. Would you

advise the truck owner to add another crew of three persons ? [Delhi (M. Com.) 96]
Solution, Total hourly cost = Loading crew cost + cost of waiting time
With present crew -
Loading cost = No. of loaders x Hourly wage rate = Rs. 18/hour.
Waiting time cost ’

Expected waiting Expected arrivals Hourly
time per truck (W) per hour (\) waiting cost

4
6-4 x 20 = Rs. 40/hr.

Total cost= Rs. 18 + Rs. 40 = Rs. 58/hr.
After proposed crew addition :

L

Total cost= 6 X6+ x 20 = Rs. 46/hr.

(12-4)

Hence it will be beneficial to add a crew of 3 loaders.

Example 20. A road transport company has one reservation clerk on duty at a time. She handles
information of bus schedules and makes reservations. Customers arrive at a rate of 8 per hour and the clerk
can service 12 customers on an average per hour. After stating your assumptions, answer the following :

(i) What is the average number of customers waiting for the service of the clerk ?

(ii) What is the average time a customer has to wait before getting service ?

(iii) The management is contemplating to install a computer system to handle the information and
reservations. This is expected to reduce the service time from 5 to 3 minutes. The additional cost of having the
new system works out to be 12 paise per minute spent waiting before being served, should the company install
the computer system ? Assume 8-hour working day. , _ [Madras (M.B.A.) 97]

Solution. (i) Here we are given :-

customer arrival rate= X = § per hour and
servicerate= W = 12 per hour.
Average number of customers waiting for the service of the clerk (in the system) :

8
L, = oA 12-8 2 customers.
The average number of customers waiting for the service of the clerk (in the queue) :
% 88
L, = = or 1-33 customers.

‘T u@-A C 12(12-8)
(ii) The average waiting time of a customer (in the system) before getting service :

W, = ll+ = 121_ 2 hour or 15 minutes.
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(iii) The average waiting time of a customer (in the queue) before getting service ;

- A 8 1
W, = u(u—l) 12(12-8) _ 6 hour or 10 minutes.

(iv) Here calculate the difference between the goodwill cost of customers with one system and the
goodwill cost of customers with an additional computer system. This difference will be compared with the
additional cost (of Rs. 50 per day) of installing another computer system,

Now an arrival waits for W, hours before being served and there are A arrivals per hour. Thus expected

waiting time for all customers in an 8 hour day with one system = 8A. W, = SxSX%hrs. or

64 , , .
3 x 60 minutes, i.e., 640 minutes,

The goodwill cost per day with one system

12
= Rs. 640 x 100 = = Rs. 76-80

The expected waiting time of a customer before getting service when there is an additional computer
system is:
8 3 ]
W,/ —
Y = 3000-8 - 20xi2 * 3™
Thus expected waiting time of customers in an 8-hour day with an additional computer system is 8A. W,/

= X8 X _], hrs. = 128 minutes.

30
The total goodwill cost with an additional computer system
12
= Rs. 128 X 00 = Rs. 15:36.

Hence reduction in goodwill cost with the installation of a computer system
= Rs.76-80 — Rs. 15-36 = Rs. 61-44.

Whereas the additional cost of a computer system is Rs. 50 per day, Rs. 61-44 is the reduction in goodwill
cost when additional computer system is installed, hence there will be net saving of Rs. 1 1 -44 per day. It is,
therefore, worthwhile to instal a computer.

Example 21. In the production shop of a company, the breakdown of the machines is found to be Poisson
distributed with an average rate of 3 machines per hour. Breakdown time at one machine costs Rs. 40 per hour
to the company. There are two choices before the company for hiring the repairmen. One of the repairmen is
slow but cheap the other fast but expensive. The slow-cheap repairman demands Rs. 20 per hour and will
repair the broken down machines exponentiaily at the rate of 4 per hour. The fast-expensive repairman
demands Rs. 30 per hour and will repair machines exponentially at an average rate of 6 per hour, which
repairman should be hired ? [AIMS (BE Ind.) Bangl. 2002; Gujarat (M.B.A.) 97)

Sclution. Here we compare the total expected hourly cost for both the repairmen which would equal the
total wages paid plus the cost due to machine breakdown (i.e., for the non-productive machine hours).

Cost of non-productive time

= Average number of machines in the system x Cost of idle machine hour

= L, x (Rs.40/hour) = x 40,

For slow-cheap repairman
A = 3 machines per hour, p = 4 machines per hour

-A

3
L, = 3.3 = 3 machines.

Cost of non-productive machine time= 40 x 3 = Rs. 120.
Total cost of slow but cheap repairman = Rs. 40 x 3+ Rs. 20 = Rs. 140.
For fast-expensive repairman

» = 3 machines per hour
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]

i = 6 machines per hour
L;= % = 1 machine.
Thus, the cost of non-productive machine time
= 40x 1 = Rs.40.
Total cost of fast but expensive repairman
= Rs.40x1 + Rs.30 = Rs. 70. i

Obviously, the fast repairman should be employed by the company.

Example 22. In a factory, the machine breakdown on an average rate is 10 machines per hour. The idle
time cost of a machine is estimated to be Rs. 20 per hour. The factory works 8 hours a day. The factory
manager is considering 2 mechanics for repairing the machines. The first mechanic A takes about 5 minutes
on an average to repair a machine and demands wages Rs. 10 per hour. The second mechanic B takes about 4
minutes in repairing a machine and demands wages at the rate of Rs. 15 per hour. Assuming that the rate of
machine breakdown is Poisson-distributed and the repair rate is exponentially distributed, which of the two
mechanics should be engaged ? {Dedhi (M. Com.) 97]

Solation. Here we shall compare the expected daily cost viz., total wages paid plus cost due to machine
breakdown for both the repairman.

Total wages for fast repairman = Hourly rate X No. of hours

= 10x8 = Rs. 80

Total wages for slow repairman= 15 x 8 = Rs. 120.

Cost of non-productive time

(Average number of machines in the system)
% {Cost of idle machine hour) % (No. of hours)

A
=T x 20 x 8.
For fast repairman :
A = 10 machines per hour, p = 12 machines per hour.

10
Total cost = 80+(12_ 10) x20x 8 = Rs. 880.
For slow repairman :

A = 10 machines per hour, L = 12 machines per hour.

10

Total cost = 120 + (15— 10) x 20 x 8 = Rs. 440.

Obviously, the fast repairman should be employed by the company.

Example 23. A firm has several machines and wants to instal its own service facility for the repair of its
machines. The average breakdown rate of the machines is 3 per day. The repair time has exponential
distribution. The loss incurred due to the lost time of an inoperative machine is Rs. 40 per day. There are two
repair facilities available. Facility X has an installation cost of Rs. 20,000 and facility Y costs Rs. 40,000. The
total labour cost per year for the two facilities is Rs. 5,000 and Rs. 8,000 respectively. Facility X can repair 4
machines daily while facility Y can repair 5 machines daily. The life span of both the facilities is 4 years. Which
facility shoud be installed ? [Kurukshetra (M.B.A.) Nov. 96]

Solution. We shall compare the total annual cost of the two facilities by using the relation :

Total annualcost = i— {cost investment expenditure)
+ (annual labour cost) + (annual cost of lost revenue due to down machines).
Facility X : Annual capitalcost = i(Z0,000) = Rs. 5,000 ‘

Annual labour cost = Rs. 5,000
Expected number of customers in the system
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T p-A 4-3
The daily cost of lost time = 3 x40 = Rs. 120 per day
Annual cost of lost machine time = 365 x 120 = Rs. 43,800.
Total annual cost for facility X = 5,000 + 5,000 + 43,800 = Rs. 53,800.

Facility Y : Annual capital cost = %(40,000) = Rs. 10,000
Rs. 8,000.

Annual labour cost

Expected number of customers in the system = 33—3— = —;* per day.

The daily cost of lost time © = Rs. 40X -;— = Rs. 60.

Annual cosg of lost machine-time = 365 x 60 = Rs. 21,900,

Total annuat cost for facility Y = Rs. 39,900.

Hence, facility ¥ should be preferred.

Example 24. A tax consulting firm has four service stations (counters) in its office to receive people who
have problems and complaints about their income, wealth and sales taxes. Arrivals average 100 persons ina
10-hour service day. Each tax adviser spends an irregular amount of time servicing the arrivals which have
been found to have an exponential distribution. The average service time is 20 minutes. Calculate :

(i) the average number of customers in the system,

(ii) average number of customers waiting to be serviced,

(iii) average time a custiomer spends in the system,

(iv) average waiting time for a customer, _
(v) the probability that a customer has to wait before he gets service. [Virbhadrah 2000; Punjab (M.B.A.) 98]

Solution. Here we are given :
A = 10/hour,u = 3/hour, k = 4andp =

Probability of no customer in the system is:

A_10
B

o

: -1
kol 1 (A 1 (A 1
Po = nzon!(u]‘"Lk!(u}{l—(l/ku)}]
. 2 =1
0 1(10Y 1(10Y, 1(10f 1 __
1*?*2(3) +6(3 T+24[3 T{l—(lO/IZ)}]

= 00208
(i) Average number of customers inthe systemis:
A 1 A Ap A
L=L+—=|7T"—"" Py+—
AT (k"l)!(ll)‘(kp—l)z] T
i {10 30 10
- | L2 | —=— [x00208 + - = 6567
L?'! 3 (12—10)2} 3
(ii) Average queue qngth is given by :

L, = L,~— =.6567 1o 3-234 customers
q u 3

(iii) Average time 2 customer spends in the systemis :

_waelobe 1
W,-.Wq+u— ?L+p

3234
===+

1
10 3 = 0-6567 hour
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(iv) Average time a customer waits for service in the queueis given by :

L 3234
i S o S
W, = % = 10 = 0-3234 hour
(v) Probability that a customer has to wait is :
1{A 1
Pnhzk=—|~-————P
"2 wln ) moazmn
1 {10 1

=31l 3 [1_—-(70/—12—)]-(0'0208) = 0-618.

Example 25. A bank has two tellers working on savings accounts. The first teller handles withdrawals
only. The second teller handles deposits only. It has been found that the service time distribution for both
deposits and withdrawals is exponential with mean service time 3 minutes per customer. Depositors are found
to arrive in Poisson fashion throughout the day with mean arrival rate of 16 per hour. Withdrawers also arrive
in Poisson fashion with mean arrival rate of 14 per hour. What would be the effect on the average waiting time
Jor depositors and withdrawers if each teller could handle both withdrawals and deposits ? What could be the
effect if this could be accomplished by increasing the mean service time to 3-5 minutes ?

[ALM.A. (P.G. Dip. in Management), Dec. 98]

Solution. Initially, we have two independent queving systems for withdrawers and depositors with input
as Poisson distribution and service as exponential distribution.

For withdrawers: ). = 14/hour; u = 3/minute or 20/hour

A
Average waiting time in queue, W, = ———
R

7 " .
T 20(20-14) T 20x6 . 60 hour. or 7 minutes,

Fordepositors : . = 16/hour; W = 3/minute or 20/hour.
e L A
Average waiting time in queue, W,” = ———
g ghmeing T

‘ 16 __16 1 .
T 20(20-16) C 20x4 5 hour or 12 minutes.

If each teller conld handle both withdrawals and deposits, we have a common queue with two servicers,
The queuing system is thus with 2 service channels withA = 14 + 16 = 30/hour and u = 20/hour.
Average waiting time of arrival in the queue is :

k
L, 1 A n
W, =12 = & P
172 (k—l)l(llJ(kp.—l)z 0

ko1 LAY &
where Py E—L + =& A
n=0n!|pw | “k!lp|ku=-2
EXAMINATION PROBLEMS (ON MODEL 1)

1. Customers arrive at a box office window, being manned by a singte individual, according to a Poisson input process with
a mean rate of 20 par hour. The time raquired to serve a customer has an exponential distribution with a mean of 90
seconds, Find the average waiting time of a customer. :

Also determine the average number of customers In the system and average queus langth.
[Hint. Here & = 0.5, p = 0.67, Use formula for Wa Ls.and L] .
[Ans, W, = 4.5 min/customer, L, = 3, Lg=225] .

2. Arrivals of machinists at a toolcrib are considered to be Poisson distributed at an average rate of 6 per hour. The iength

of time the machinists must remain at the toolerib is exponentiaily distributed with the average time being 0.05 hour.

(a) Whatis the probability that a machinist arriving the toofcrib will have to wait ?

(b) Whatis the average number of machinists at the toolcrib 7

{c) The company will install a second toolcrib when convicad that & machinist would expect to have spend at least 6
minutes waiting and being serviced at the toolcrib. By how much must the flow of machinists to the toolcrib increase
to justify the addition of a second toolarib ?
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[Hint. Here &k = 5, = 5=—ee 1. To ind W, procoed as solved Exampled.]

4

6.

3 — fm h = = —— = —
[Ans. () P(W> 0) = 37, (D) (L | L >.0) = 143, () X 9710 790"

Consider a self sarvice store with one cashier. Assume Poisson arivals and exponential service times. Suppose that 9
customers arrive.on the average every 5 minutes and tha cashier can serve 10in 5 minutes. Find:
(/) the average number of customers queueing for service.,
(i) the probability of having more than 10 customers in the system,
(iif) the probadbility that a customer has to queue for more than 2 minutes.
If the service can be speedad up to 12 in 5 minutes by using a different cash register, what will be the effect on the
quantities in (#, (#) and ().
[Hint. Case . A = 9/5 per min., = 10/5 permin. L, =3, Pz 10) = (0.9)"°, AW > 2) = 0.67.

Case . p =124 (instead of 195), p = 95.

Le=3, Az 10)=(0.75)"°, AW > 2)=0.30]

[Ans. Since the avarage number of customers is reduced to 3 and the probability that a customer has to wait for more
than 2 minutes is also reduced to 0.30, the case Il will be preferable).
In a bank there is only one window, a solitary employee performs all the service required and the window remains
continuously open from 7.00 {a.m.) to 1.00 {p.m.). Ithas been discovered that the average number of clients is 54 during
the day and that the average service time Is of five minutes per person. Calculate : .
(i) average number of clients in the system {inciuding the one being served)
(i) tha average number of clients in the waiting line (excluding the one being served), and
(iffy the average waiting ime. :
[Hint. A = 54/6 x B0, p = 11/5. Use formulae for Ls, Ly Wy)
[Ans. Ly=3, Lg=2.25, W,= 20 min. per client] ]
A ticket issuing office is being manned by a single server. Customers arrive fo purchase lickets according to a Poisson
procass with a mean rate of 30 per hour. The time required 1o serve a customer has an exponential distribution with a
mean of 90 seconds. Find the value of 2, Ls and W,, whers L; and W, dencte the expected line length and waiting time
in the system respectively.] .
[Mint, A = 30/60 = 1/2, p = 60/90 = 2/3. Use formulag for Pp, s, Wy
[Ans. P, = V4 4", L, =3 customers, W, =6 min ]
An airline has one reservation clerk on duty at a time. He handles in formation about flight schedules and makes
reservations. All calls to the airline are answared by an operator. If a caller requests information or reservation, the
operator transfers that call 1o the reservation clerk. If the clerk is busy, the operator asks the cailer to wait. Whan the clerk
becomes free the operator transfars to him the call of the person who has been waiting for the longest.
Assume that arrivals and services follow Poisson and exponential distributions respecively. Calls arrive ata rate of ten
per hour, and the reservation clerk can service a call in four minutes on the average.
() Whatis the average number of calls waiting to ba connactad to the reservation clerk ?
(i) Whatis the average time a caller must wait before reaching the reservation clerk.
(i) Whatis the average time for a caller to complete a cali {/.a. waiting time plus service time) ?
[Hint. & = 10760, y = 1/4. Use formulate for L, W, W)
(Ans. Lg=1.33, W, =8 min, W, =12 min.]
At a public telephona booth the arrivals are on the average 15 per hour. A call cn the average takes 3 minutes, if there is
just one phone.
(/) What is expected number of callers in the booth at any time,
(il For what proportion of time in the booth expected to be idle.
[Hint. A =1/4 arrival/min. p = 1/3 servica/min. Use formula for Lyand 1 -p.]
[Ans. (I} Lg = 3 callers, (i) 1/4.]
Woeavers In a Taxtile Mill arrive at a Depariment Store Room1o obtain spare parts needed for keeping the looms running.
The store is manned by one attendant. The average arrival rata of weavers per hour is 10 and service rate per hour is12.
Both arrival and service rate follow Poissonprocess. Determine :
(h Awverage length of waiting line.
(i) Averge time a machine spends in the system.
(i) Percentage idle time of Department Siore Room (attendant).
[Ans. (i) 6 wavers, (i} 30 min., (i}16.67%]
Consider a box office ticket window being manned by single server. Custoraers arrive {o purchase tickets according 1o a
Poisson input procass with a mean rate of 30 per hour. The time required o serve a customer has an ex
distribution with a mean of 90 seconds.Determine the following : [JNTU {MCA H1) 2004, (B. Tech.) 2003}
(/) Fraction of the time the server is busy. (i) The average number of customer queueing for service.
(iily The probability of having more than 10 customers in the system.
(iv) The probability that the customer has to queue for more than 3 minutes.
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A repair shop attended by a single mechanic has an average of four customers a hour who bring small appliances for
rspall;r. The maechanic InsKects%?em for defects and quite often can fix them right way or otharwise render a diagnosis.
This takes him six minutes, on the average. Arrivals are Poisson and service time has the exponential distribution. You

are required to : .
(0] F::g the proportion of time which the shop is empty, (i) Find the probability of finding at least q customers in a shop,

(/i) What is the average number of customers in the system 7
(W) Find the average time spend, including servica. ‘ ,
People arrive at a theatar ticket booth in a Poisson distributed arrival rate of 25 par hour.Sarvice time is constant at 2
minutes. Calculate : () The mean number in the walting line, (/) The mean waiting time, (/) The per cent of time an
arrival can walk right in without having to wait. [M.C.A. (May) 2000; C.A. (June) 91]
Trucks arrive at the truck dock of a whole sale concemn in a Poisson manner at 8 per hour. Servica time distribution is
approximated by nagative exponential process with an average 5 minutes. Caiculate :
(3  The numberinwaitingline, (i) The waiting time
(i The mean number in the system (iv) The probability of having 6 trucks.in the system.
In & Bhawan Cafeteria it was observed that there Is only ong beargr who takes exactly 4 minutes 1o serve a cup of coffes
once the order hag been placed with him. If the students arrive in a caleteria at an average rate of 10 per hour, how much
time one is expected to spand waiting for his tum to place the order 7 [Meerut (Maths.) 96]
{a) Explain the constituents fo a singte channel model. :
{b) Customers amive at the First Class Ticket Countsrofa theatre at a rate of 12 per hour. There is one clark serving the
customers at the rate of 30 per hour :

(} Whatis tha probability that there is no customer in counter (i.8., the systemis idie) 7

(i) Whatis the probability that thera are mora than 2 customers in the counter ?

(/) Whatis the probability that thera is no customer waiting to be served 7

(/) Whatis the probability that a customer Is belng served and nobody is waiting 7 [C.A. (Nov.) 90]
[Mint. Here A = 12 par hour, u = 30 per hour, p=3%]
[Ans. (i) Py = 0.6, (i)AN > 2) = p° = 0.064, (ili) P + P, = 0.84, (iv) Py = 0.24]
A computer manufacturing concen has soki a new brand of mini-camputers to ten different organizations (one each) ina
locality. The concen has employed one full time enginaer to look into the complaints of malfunctioning. i the computers
that malfunction arrive at the concen in a Poisson manner with rate 0.5 per unit ime and the repair time of any particular
machine is exponentially distributed with mean repair ime of any particular machine is exponentially distributed with
;nean ‘:i!pa" time equal to 0.5 unit, determine the steady state probability of the number of mini-computers queusing up

or repairs.

Ahospital is studying the proposal to reorganise its emergency service facility. The present arrival rate atthe amergency
service is 1 call every 15 minutes and the service rate Is 1 call evary 10 minutes. Current cost of service is Rs. 100 per

Patients arrive in a Dental OPD of general hospital in a Poisson manner at an average rate of 6 per hour. The doctor on
average can attend 1o 8 patients per hour, Assuming that the service time distribution for the doctor Is exponential, find: ()
Average number of patients waiting in the queue. (ji) Average time spent by a patient in the dental OPD.

" [Dethl (MBA) Dec. 94]
(a) Patients amive at a clinic according to Poisson distribution at the rate of 30 patients per hour. Estimation time pear
patient is exponsntial with mean rate 20 per hour. If capacity of the ¢linic is unlimited, find the prob. that an arriving patient
will not wakt deriving the formula you use. [Agra 98; Meerut (Math.) 98 BP]
[Hint. Proceed as Ex. 8, page 242] .
{b) Patients arrive ata clinic according to & Poisson distribution at the rata of 30 patients per hour. the waiting room does
not accomodate more than 14 patients. Examination me per patiantis exponential with mean rate 20 per hour.
(i) Find the effective arrival rate at the clinic.
(i) What s the probability that an arriving patient will not wait 7
(iii} What is the expected vyaitlng time until a patient is discharged from the clinic ? [INTU (B. Tech.) 2003]

A maintenance service lacility has Poisson arrival rates, negative exponaential service times, and operates on a

The maintenance crew can service on an average six machines per day with a ranga from zero to seven, Find the ~

(i) Utilisation factor of the service facility,

(i)- mean ime in the system,

{iil) mean numberin the system in breakdown or repair,

{iv} mean waiting time in the queus,

(v) probabiiity of finding two machines in the system.

{vi) expected number in the queus, [M.G. (M.B.A.) Dec. 98]

[Ans. (i) p = 50% (i) W, = % perday (iii) L; = 1 machina, (ivi Wy = % per day, {v) P = 0-125, {vi) Lg= %machina]
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A bank has one drive-in-counter. It is estimated that cars arrive according to Poisson distribution at the rate of 2 every 5

minutes and that there is enough space to accommodate tine of 10 cars. Other arriving cars can wail outside this

space, it necessary. It takes 1.5 minules on an average to serve a customer, but the service time actually varies

according to an exponential distribution. You are required to find :

{i} the proportion of time the tacility remains idle; ) :

(i) the expected number of customers waiting but currently not being served ata particular point of time;

{iii) the expectedtimea customer spands in the system, and .

{iv} the probability that the waiting line will axceed the capacity of the space leading to the drive-in countar. [C.A. (May) 97]
2x60 60

[HInt.).:—g-.u:E-

Ans. (i} Po = 04, L.6., 40% (i) Lg=0-9, (i) W= 375 minutes (iv) P(n 2 11) = o = 0.036)
Arrivals of customers to a payment counter (only ona} In a bank follow Poisson distribution with an average of 10 per
hour. The service tima follows negative exponential distribution with an average of 4 minutes.
(i) Whatis the average number of customers in the queue 7
(i} The bank will open one more counter when the waiting time of a customer s at least 10 minutes. By how much the
flow of arrivals should increase in order to justity the second counter ? [Jammu {M.B.A.) 87]

[Hint. A = 10/hour and p = 15/hour. :
Ane, () Lo= 473 W = —2— = 10 o X

ne. () Lo=4/3 (W = 7 = 50 = 15 (15-1)
Thus arrival rate should increasa by 0-7 hour]
A refinary distributes its products by trucks loaded at the loading dock. There are both company trucks and independent
distributors’ trucks. The independent distributors complained that sometimes thay must wait in ine and thus lose money
paying for truck and driver that is only waiting. They have asked the refinery either to putin a second loading dock of to
discount price eguivalent to the waiting time. Extra loading dock costs Rs. 100 per day wheres the waiting time for the
independent firms costs Rs. 25 per hour. )
The following data of arrival and service at the dock are available and they are Poisson distributed :

Average atrival rate of all trucks = 2 per hour.
Average service rate = 3 per hour.

Thirty per cent of all trucks are from indapendent distributors.
{{) What Is the expsected cost of waiting time of the independent distributors ? . :
{il} 1s it advantagaous to decide in favour of a second loading dock to ward off the complaints ? [Bombay (M.M.S.) 95}

A single crew is provided for unloading and/or loading each truck that arrive at the loading deck of a warehouse. These
trucks arrive according to a Poisson input process at a mean rate of one hour. The time required by a crew to unload
and/or laod a truck has an exponential distribution {regardiess of the crew siza). The expectad time required by a
one-man crew would be two hours,
The cost of providing each additionat member of the crew is Rs. 10 per hour, The cost that is attributable to having a truck
not in use (/.e., & truck standing at the loading deck) is estimated to be Rs. 40 par hour.
Assume that the mean service rate of the crew is proportionat to its size. What should be the size in order to minimize the
expecied total cost per hour ? [Delhi (M.B.A.) 96]
A factory operatas for 8 hours everyday and has 240 working days in the year. It buys a large number of small machines
which can ba serviced by its maintenance engineer at a cost of Rs. 5 per hour for the labour and spare parts. The
machines can, alternatively, be serviced by the supplier at an annual contact price of Rs. 25,000 including labour and
spare parts needed. The supplier undertakes 1o send a repalrman as soon as a callis made butin n¢ case mote than one
repairman is sent. The service time of the maintenance engineer and the supplier's repairman are both exponentially
distributed with respsctive means of 1.7 and 1-5 days. The machine breakdowns occur randomly and follow Poisson
distribution , with an average of 2 in § days. Each hour that a machine is out of order, it costs the company Rs, 10. Which
sarvicing aiternative would you advise It to opt for ? {Allahabad (M.B.A.) 97]
[Hint. Alternative 1 : Sarviced by company's Engineer
A = 2/5 mach/day, u = 1/1.7 mach/day
Total cost= cost of machina x + cost of labour and spare parts
A A

Yy (240x§)x 10+(H—7\- J(24Dx8)x5

= Rs. 61,200 :
Altarnative 2, Mantenance by supplier :

ord’ = 17,

2 1
=3 mach/day, p= 15 mach/day

Total cost = -za"x 1920 x 10 + 25,000 = Rs. 53,800

second alternative is the best one.]

A car park has space to accomodate 40 cars. The arrival of cars is Poisson at a mean rate of 2 per minute. The length of
time each car spends in the car rank has negative exponetial distribution with mean of 30 minues ?

{a) What is the probability of a newly arriving customer finding the car park fuil ?
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{b} How many cars are in the car park on average ?
(c) What is the probability of having zero cars in the car park space. [UNTU (B. Tech.} 2003]

26. A company currently has two tools cribs, each having a single clark, in its manufacturing area. One tool crib handles only
the tools for the heavy machinary, while the second ona handles all other tools. It is observad that for each tool crib the
arrivals follow a Polsson distribution with a mean of 20 per hour, and the service time distribution is nagative exponential
with a mean of 2 minutes. :

The tool manager feels that, if tool cribs are combined In such a way that either clerk can handle any kind of tool as
demand arises, the system would be mora efficiont and the waiting problem could be reduced to some extent, it is
believed that the mean arrival rate at the two tool cribs will be 40 per hour; while the service tima will remain unchanged.
Compare the existing system with the one proposed with respact to the total expected number of machines at the toot
crib(s), the expected waiting time including service time for each mechanic and probability that he hasa to wait for
service. [Delhi (M.B.A.) March 99)

27. The men's department of a large store employs one tailor for customer fittings. The number of customers requiring
fittings appears to follow a poisson distribution with mean arrival rate 24 per hour. Custormers are fitted on a first-come,
first-served basis, and they are always willing to walt for the tailors service, because alterations are free. The time it takes
to fit a customer appears to be exponentially distributed, with a mean of 2 min.

(i) What s the average number of customers in the fitting room 7
() How much time a customer is sxpected to spend in the fitting room ?
(ili} What percentage of the time is the tailor idie ? [VTU {BE Mech.) 2002]

28. Problems arrive at a computing center in Poisson fashion with a mean arrival rate of 25% per hour. The average
computing Job requires 2 minutes of terminal of tima. Calculate the following :

(a) average no. of problems waiting for the computer,
{b) the percentage of times on arrival can walk right in without having to wait, [JNTU (MCA lif) 2004]

29. A firm is engaged in both shipping and receiving activities. The rmanagement is always interasted in improving the
efficiency by new innovations in loading and unicading procedures. The arrival distribution of tnucks is found to be
Polssion with arrival rate of two trucks per hour. Tha service time distribution is exponential with unloading rate of three
trucks per hour. Find the following : _

(a) Average no. of trucks in waiting time (b) Average waiting time of trucks in ling.
{c) The prob. that the loading and unioading dock and workers will be idls.
(d) What reductions in walting time are possible if loading and unfoading is standarized 7

(d) What reductions are possible if lift trucks are used. [UNTU (Mach. & Prod.) Main 2004]
10.13. Model Il (A). General Erlang Queueing Model (Birth-Death Process) [Agra 98]
(a) To obtain the system of steady state equations
Let

arrival rate A = &, ,
service tate i = lln} [depending upon n]

Then, by the same arguments as for equations (10.51) and (10.53),
Pyt + A0 =Py(t) [1 = (A + W) ALl + Py _ () Ay AL+ Py (D Wyt AL+ O(AD, 1> 0; -(10.73)
and Pyt + A0 = Py(1) [1 = A9 Af} + Py () u; Ar + O(A1), n=0. w(10.74)
Now dividing (10.73) and (10.74) by Ar, taking limits as Ar —> 0 and following the same procedure as in
Model I, obtain

dP
;t(t) =—(A,+ w,) P+ l"«- VPu D+ Py 0] ..(10.75)
and if';%(‘g =~ Ao Pt} + 1, Py(1) respectivcly. _ .(10.76)

The equations (10.75) and (10.76) are differential-difference equations which could be solved if a set of
initial values Po(0), P1(0), ..., is given. Such a system of cquations can be solved if the time dependent solution
is required. But, for many problems it suffices to look at the steady state soluuon.

In the case of steady state,

P/(=0 and Py(1)=0.
So the equations (10.75) and (10.76) become,
0=- (ln + p-n) Pn + A‘r:n- 1 Pn -1t Hrs Pn+ o> 0 (1077)
and =—Ag Py+L, Py, n =0, {10.78)
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d'I'lhe equations (10.77) and (10.78) constitute the system of steady state difference equations for this
model.

(b) To solve the system of difference equations- [Agra 98]
Since Po=PFy
o .
P = E Py [from equation (10.78)]
A Mo | o o
Py= L= ™ P, Ifromlettingn =l inequation (10.77) and substituting for Py]
A
Py= % Py= %’j-u-;—ﬁﬂl P, [putting » = 2 in equation (10.77)]
W VO W |
= ———a————— P forn 21 +{10.79
" HaMa-1--- M o ‘ ] ( )

Now, in order to find Py, use the fact that

= A
zp,=1. or P0+P;+P2+...°°=] or P0|:1+LQ+10 1+_...°°]=1 or P0=1/S,
n=0 H Hi M2 ‘
A .
where PRI I L S .(10.80)
o Ml
Note. The series S=1+ 3214- %‘]l%i + ...0is summable and meaningful only when it is convergent.

The result obtained above is a general one and by suitably defining 1, and A, many interesting cases could
be studied. Now three particular cases may arise:

In this case, the series S becomes S=1+%+ %] +..00= ! _ (whenA/p<)
Therefore, from equations (10.80) and (10.79),

Po=§=1—%Jl and P,,=[%H1——E]

Here, it is observed that this is exactly the case of Model I

Case2. A, = ;—i—; H=H
The case, in which the arrival rate A, depends upon  inversely and the rate of service p, is independent of
n, is called the case of “Queue with Discouragement”.

In this case, the series S becomes

3 2 3
S=1+L+'-l—+ A4 oee=1 +p+9—+§-;+...oo=e"(p=?\./p)

pooou? 23y’ 2!
The equation (10.80) gives Po= 1/S=e".
Also, P1=%Pg=p€‘-p, .
7 A2 Eze_"
Pa=ga 0= 2T
A" "e P
p =2 py=BE—foralin=0,1, ..

n:
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It is observed in this case that P, follows the Poisson distribution, where A/u = p is constant, however
P > 1 or p < 1 but must be finite. Since, the series §'is convergent and hence summable in both the cases.
Case3. (A, =% and t = np),i.e., the case of infinite number of stations. '

In this case, the arrival rate A, does not depend upon n , but the service rate W, increases as # increases.
Here, assume that there are infinite (variable) number of service stations. The word ‘infinite’ means that the
service stations are available to each arrival. But it does not mean that all the infinite service stations will
remain busy every time. In other words, it means that if n customers arrive, then n service stations will be
available for all n=0, 1, 2, .. .00, Obviously, no queue will form in this case because each arrival will
immediately enter the service facility. For example, in everyday life, it is observed that the telephone (service
stations) are always available to all the arriving persons.

Inthis case, the series § becomes .

2 3 2 3
S=l+i+ A 2+-l—5+...°u=1+p+'9-+£—+...°o=ep,wherep=7\./u.
o2t 321p 2! 3!
Therefore, Po=e® and P,=e Pp'/nt

which again follows the Poisson distribution law.

10.13-1. Model Il B).XMIMi1): (1 SIRO) .

This model is actually the same as Mode! I, except that the service discipline follows the Service In Random
Order (SIRO) rule in place of FCFS-rule. Since the derivation of P, in Mode! I does not depend on any specific
queue discipline, we must have

Py=(1-p) pn'nao
for the SIRO-rule case also. '

Consequently, the average number of customers in the system (L,} will remain the same, whether the
queue discipline follows the SIRO-rule or FCFS-rule. In fact, L, will not change provided P, remains
unchanged for any queue discipline, Thus W, = L,/A under the SIRO-rule is also same as under the FCFS-rule
anditis givenby W, = 1/(t — ). o

Moreover, this result can be extended to any gueue discipline so long as P, remains unchanged. In
particular, the result is applicable to the three most common queue disciplines : FCFS, LCFS and SIRO. These
queuve disciplines differ only in the distribution of waiting time where the probabilities of long and short
waiting times change depending upon the queue discipline used. So we can use the GD (General Discipline) to
represent FCFS, LCFS and SIRO, whenever the waiting time distribution is not required.

Q. 1." Deduce the ditference equations for the queuaing model M I M| 1 : (FCFS/e/=) with arrival and service rates dependent
on system size. Obtain sieady state solution. Deduce also the solution for the following special cases :

() Queues with discouragement, {ii) Gueues with ample sarvers. [Dethi MA/M.Sc. (OR.) 92, 90]
2. Derive differential-difference equations for a generalized birth-death queueing model. Obtain stoady-state distribution of
the system size, [Dethi MA/M.Sc (State.) 95]

10.13-2. lllustrative Examples on Model li

Example 26. Problems arrive at a computing centre in a Poisson fashion at an average rate of five per
day. The rules of the computing centre are tha any man waiting to get his problem solved must aid the man
whose problem is being solved. If the time to solve a problem with one man has an exponential distribution
with mean time of V5 day, and if the average solving time is inversely proportional to the number of people
working on the problem, approximate the expected time in the centre Jfor aperson entering the line. [Rohil. 92]

Solution. Here A = 5 problems/day

W = 3 problems/day (mean service rate with one unsolved problem)

Then, the expected number of persons working at any specified instant is :

= LAY -
L= nE nP,,,whereP,,=;—!(ETe ¥ [see CaseIl]

= E n—l—(LTe'M‘ ..—..g_vl"' E _ﬂ_(
= 1 l‘l' n=0 ﬂ'

]
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Substituting the values for A and 1, Ly = 5/3 persons. :
Now, the average solving time which is inversely proportional to the number of people working on the
problem is : V5 day/problem. B
Therefore, expected time for a person entering the line is
=15 X Lg days = V5 X ¥3 x 24 hours = 8 hours. Ans,

Example 27. A shipping company has a single unloading berth with ships arriving in Poisson fashion at
an average rate of three per day. The unloading time distribution for a ship with the unloading crews is found
to be exponential with average unloading time V2 in days. The company has a large labour supply without
regular working hours and to avoid long waiting lines the company has a policy of using as many unloading
crews as there are ships waiting in line or being unloaded. Under these conditions, find

(1) the average number of unloading crews working at any time, and

(ii) the probability that more than four crews will be needed.

Solution. Here,

A = 3 ships per day
}t = 2 ships per day (mean service rate with one unloading crew)
(i) Average number of unloading crews working at an[/ specificd instant is :

oo o S - A t
L= X nP,= X ns [LT sinccP,,=e (}"J ]
H n!

n=0 n=0 . n! 1}
= A/l =3/2 crews. (see example 26 above) Ans.
(ii) 'The probability that more than 4 crews will be needed is the same as the probability that there are at
least five ships in the system at any specified instant which is given by '

[ oo 4
z Pn= z Pn_ p Pn=1—[P0+P1+P2+P3+P4]
n=5 n=0 n=0

=1_[e-yu+[& CaalN g ze'""+[lJ’e'”“+[2t_j‘e'”“]

TR M 23! pj 3! 4!
2
R v Y N 0‘;‘," N ("3”!" .+(A.:;!x) ]
Now putting values for A and p, and simplifying, we get

°§5 P,=0019. Ans.

n=

=

10.14. MODELIIL. (M | M | 1): (N | FCFS)

Up to this stage, only two models are discussed in which the capacity of the system is infinite. Now consider
the case where the capacity of the system is limited, say N. In fact the number of arrivals will not exceed the N
in any case. _ _

The physical interpretation for this model may be either :

(i) that there is only room (capacity) for N units in the system (as in a packing lot), o
or (ii) that the arriving customers will go for their service elsewhere permanently, if the waiting line is too
long{<N).

g(a) To obtain steady state difference equations. The simplest way of starting this is to treat the model

as a special case of Model II, where 1
JL”_{JL,::=0,1,2,3,...,N— .(1081)

10, nz=N
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and p,=p for =123, .. ..(10.82)
Now, following the similar arguments as given for equations (10.53) and (10.51) in Model I, we obtain
Po(t+AD =Py () [1 - AAl + P (1) pAr+ O (A), forn=0, ..(10.83)
P,(t+AN=P, (0[] ~(A+ Uy AT+ P, (NAAL+ P, (LAt + O (A1),
forn=12,... , N-1, ..{10.84)
and Py{+AN =Py (O [1 —(0O+p} Al + Py_ (DA A1+ 0 x pu-At + O(A2)
=Py (1) [1 — pAz} + Py_ | (N AAL + O(AD) forn=N, Py, (0=0,A=0 ..(10.85)

Now dividing equation (10.83), (10.84), and (10.85) by As, and taking limit as At — 0, these equations
transform into

Py ()=—APy() +uP (1) forn=0 ..{10.83a)
P, O =—(A+W P, (O +AP,_, (D +pP, () forn=12, ... ,N-1, ...(10.84a)
and Py (ty=—uPy () +APy_ (1) for n=N. ...(10.85a)

In the case of steady state, when t — = , P, (f} > P, (independent of £) and hence P’ (£} — 0. So the
system of steady state difference equations is given by

O0=-APy+uP, ,forn=0 ...(10.83b)
O=—(A+W) P+ AP, +UP, .}, forn=1,2,... ,N-1, ..(10.84b)
0=—|,£PN+ A.PN_; , forn=N. ’ (1085]3)

(b) Tosolve the system of difference equations (10.83b), (10.84b) and (10.85b).
Here ) .
Py =Py (initially)

pl=£. s Lfrom (10.83b)]

P,= [—3— Jl Py [putn=1in{10.84b)and substitute v Liv of Fi.
Similarly,
Y 3
Py=|=| P
3 [ m ] (i}
.\ -
P, =[E Py.n<N (10.86)
po=( AV p
= . Py =N (because Py = (/W) Py_and Py
' follows the rule furwhichn=1,2, ... . N~ 1).
PN+|=0,H.'>-'V. : .
Now, in order to find Py , use the fact that :
N
z P,=1
n=0
or Poll + A/ + (A/py + .. /=1
- N+ .
or : Pg[—lgaw}=l,whcn-p-:l/p
1—
or Py= ..i_[?f o . .(10.87)
Substituting the value of Pyin (10.86).
1~ n o,
P, =L—l_p,f’+—, P forn=0.1,2. .. M. ..(10.88)
Thus, the result (10.87) and (10.88) give the required solution for this modei which do not lccjuire h<u,

That is, in this case, p may be greater than 1 also.
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(¢} Measures of Model 111

N N _ N

n=1{) n=0 _p™!

or L=~ = -w.g np" = P, g np' (10.89
r-ptiia=o R L -(10.89)

Now. four relationships (10.69), (10.70). (10.71) and ( 10.72) give : :
(i) L,‘.:Ls—?../p, ...(10.90)
(iii) W, = L,/A ,and ..(10.91)
(iv) Wq= W, — I/;.l:Lq/?L. . ..{10.92)
Q. 1. Obtain the-steauy state d-i!_n;r_eﬁce pquations for the queueing model (M | M| 1) : (N1 FCFS)in usual notations and solve

them for P, and P Also find the mean queus length for this system.
[Meerut (Stat.} 98; Garhwal (Stat.) 92]
2, Forthe (M! M| 1).:FCFS , Kigueueing model, show that the steady state probability, pnis given by

Pn= i

Also obtain expacted number of units in the queue and system separately.
3. Forthe model (M1 M1 1) : (N | FCFS) where the notations have their usual meanings, find the following :
(i) The average number of customers in the system. (i) Average queus length.

4. Explain (M| M1 1) : (N| FCFS) system and solve it in steady state.
: {Garhwal M.Sc. (Stat.) 96, 95, 93]

10.14-1. llustrative Examples on Model lil

Example 28. In Example 5 of sec. 10.12=2, if we assume that the line capacity of yard is to admit of 9

trains only (there being 10 lines, one of which is ear marked for the shunting cngine to reverse itself from the
crest of the hump to the rare of the train). Calculate the following on the assumption that 30 trains, on average,

are

received in the vard :

(a) the probability that the yard is empty,

(b) average gueue length.

Solution. As already computed in Example 5. section 10.12-2, p = 0.75.
(a)The probability ‘that the queue size is zero' is given by

Po=(1-p)/(1=p""")
But giventhat N =9 so, :
_1=-075 025

T1-(075"° 050
(b) Average queue length is given by the formula

o 0.28. Ans.

i - N
(o) 8
_\ | - P n=10
-— Y '
= I“ﬂm ¥ n(0.75)"=0.28 x9.58 =2.79. say 3 trains. Ans.
1 -(0.75)" n=0 )

Example 29. If for a period of 2 hours ina a'aj' (810 A.M.) trains arrive at the vard every 20 minutes

but the service fime continues to remain 36 minutes, then calculute for this period :

(a) the probability that the yard is empty, (b) average queue length, on the assumption that the line

capacity of the yard is limited 10 4 trains only.

Solution. Here, p = 36/20 = 1.8 (which is greater than [y and N= 4.
Thus, we obtain
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Py=L=1 004
p’-1

4
(b} average quene size = Py ZO np",=.04[p+2p°+3p° +4p,
) n=

=.04 x72.0=2.9,say 3trains. Ans.

EXAMINATION PROBLEMS {ON MODEL lll}
Discuss the stationary state of the queus system (M| M1 1) : (N1 FCFS).
A car park contains 5 cars. The arrival of cars is Poisson at a mean rate of 10 per hour. The length of time each car
spends in the car park has negative exponential distribution with mean of 5 hours. How many cars are in the car park on
average and what is tha probability of a newly amiving customer finding the car park full and having to park his car
alsewhere ?
[Hint. Here N= 5,3 = 10/60 , p = 1/2x 60, p =/ = 20.
-2 ;. "
S e g )
A barber shop has space to accommodate only 10 customers. Ha can serve only one person at a time. If a customer
comes to his shop and finds it full he goes to the next shop. Customers randomly arrive at an average rate A = 10 per
hour and the barber's service time is negative exponential with an average of 1/ = 5 minutes per customer.
{) Write racurrence relations for the steady state queusing system (FCFS5) for above.
(i) Determine P, and P, , probability of having 0 and r-custormers respectively in the shop.
[Hint.  Here N=10,A=10/60, p=1/5, p=2A/p=>5/8.

. 1- n
Find PO:T?O%H' Pp=Fop )

Find Py =

Patients asrive at a clinic according to a Poisson distribution at the rate of 30 patients per hour. The waiting room does not
accommodate more than 14 patients. Examination time per patient is exponential with mean rate 20 per hour.

(i} Find the effective arrival rate at the clinic.

{i) Whatis the probability that an arriving patient will not wait ? Will he find a vacant seatin the room ?

(i) Whatis the expected waiting time until a patient is discharged from the clinic ?

[Hint. Here N= 14, % = 30/60, p=20/60,p=2/3. i

‘ . P
Find Py, Poand Wy=—2 & pp"
A n=0 {Meerut (MCA) 2000]

Customers arrive at a one-window derive-in-counter according to a Poisson distribution with mean 10 par hour. Service
time per customer is sxponential with mean 5 minutes. The car space in front of the window, including that for the

_serviced can accomodate a maximum of 3 cars. Other cars can wait cutside this space.

(a) What is the probability that an arriving customer ean drive directly 1o the space in front of the window ?
{p) Whatis the probability that an arriving customnar will have 10 wait outside the indicated space ?
(¢) How long is an arriving customer expected to wait before starting service ?
(d) How, many spaces should be provided in front of the window so that all the arriving customaers can waitin front of the

window at least 20% of the time.

[JNTU (Mech. & Prod.) 2004; Meerut (MCA) 2000}

[Hint. A=10,p=60/5=12, Po=1-(A/N)=1/6, (@) Po+ P+ Pe =1+ A/u+ (Mp)"’] Py =0.42,
(b) 1-(Po+Pi+Pa+Pg)=1-042-P;=058- ()./p)"’ Py +048. {c) Wo=A/{n (u-A)}=0417,
{d) P+ Py =0.30. Hence there should be at least one car space for waiting at least 20% of the time.]
A stenographer has 5 person for whom she performs stenographic work. Arrival rate is Polsson and service times are
exponential. Average arrival rate is 4 per hour with an average service lime of 10 minutes. Cost of waiting is Rs. 8 per
hour whila the cost of servicing is Rs. 2.50 each. Calculate :
(i) the average waiting time of an arrival,
(i) the average length of the waiting line,
{ili} the average *me which an arrival spends in the system, and
(iv) the minimum cost service rate.
[Ans. (i} 12.4 min,,

(ii} 0.79 = one stenographer,

(i) 22.4 min.]
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10.24. QUEUEING CONTROL

During past three decades there has been a rapidly increasing interest in the study of designing and controlling
of behaviour of queueing system. Majority of queueing literature involve prescriptive models rather than
descriptive. Prescriptive models are viewed as static optimization models.

Static optimization models are those in which steady-state conditions are set up for the system and some
long run average criterion (such as cost and/or profit) is determined.

In static models, the configuration of the system is set once for all.

If the queueing systems depend upon time and are controlled, then these systems are known as dynamic
control systems. Some optimization models are the mixture of static and dynamic categories. Bul, if the state
dependent system is controlled, then it comes under dyramic control. Much amount of work has been done on
dynamic control systems. '

Objectives of Dynamic control :

Following are the objectives of dynamic control :
(a) Arrival Process control

(§) To accept or reject the control

(i) To adjust mean arrival rate

(iii) Customer exercised control

(iv) Self versus social optimization

(v) Projectiontimes.
(b) Service Process control

(i) Varying the number of servers

(i) Varying the service times.

Control of Queue Discipline :

There is one more branch of optimization which is named as ‘control of Queue Disciplines’, Priority
models, scheduling models, and allocation of customers to multi-server fall in this category.

Q. 1. Discuss the queueing model which applies to a queueing sysiem having a single service channel, Poisson input,
exponantial service, assuming that there is no limit on the system capacity while the customers are servad on a first

coms basis out basis.
2. Give essential charactaristics of the queueing process. What are non-poission queues ? [Meerut {Stat.) 95]
3. "Queusing theory can be used effectively in determining optimal service levels.” Elucidate this statemant with the help of
an example. ) [Deti (M.B.A.) Dec. 94]
4. Define Queue. Write the characteristics of Queueing system. [{Bhubnashwar (IT) 2004]

SELF-EXAMINATION PROBLEMS

1. Ataons-man barber shop, customers arrive according to Poisson distribution with a mean arrival rate of 5 per hour and
his hair cutting time was exponentially distributed with an average hair cut taking 10 minutes. Itis agsumed that because
of his excellent reputation, customers were always willing to wait. Calculate the foliowing.

(i) Average number of customers in the shop and the average number of customers waiting for a hair cut.
{il)y The percentage of customers who have to wait prior of getting into the barber's chair. i
(i) The per cent of time an arrival can walk without having to wait.
{Hint. Here A = 1/12 per minute, u = 1/10 per minute.}
{Ans. (i Ls=48, L= 4 (approximately)
(i) P(queue size 2 1) = p = 0.833. Therefore, percentage of customers who have to wait=83.3%
(i) Per cent of ime an arrival can walk without waiting = 100 - 83.3 = 16.7%] )

2, An overhead crane movas jobs from one machine to another and must be used every time a machine requires loading or
unloading. The demand for service is random, data taken by recording the elapsed time betwaen service calls followed
as exponential distribution having a mean of a call avery 30 minutes. In a similar mannar, the actual service time of
loading or unloading took an average of 10 minutes. i the machine time is valued at Rs. 8.50 per hour, how much does
the down time cost per day ? (Assume one day = 8 working hrs.)

[Hint. A = 60/30 per hour, it = 60/10 per hour, Find Down time (W) = 0.25 per hour. Since daily demand = BA = 16 calls
per day, and each call requiras 0.25 hour,
- Total cost per day = Rs. (16 x 0.25 x 8.50).]
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A duplicating machine maintained for office-use is used and operated by people in office who need to make copies,
mostly secretaries. Since the work to be copied varies in length {number of pages of tha original) and copies requited, the
service rate is randomiy distributed, but it does approximate a Poisson having a mean sarvice rate of 10 jobs per hour.
Generally, the requirements for use are random over the entira 8-hour work day but arrive ata rate of 5 per hour. Several
people have noted that a waiting fine develops occasionally and have questioned the policy of maintaining only one unit.
If the time of & secretary is valued at Rs. 3.50 per hour, then determine :

{a) The parcent of ime the equipment is used. {b) The per cant of time that an arrival has to wait.

{c) Average waiting time of an arrivai in the system. :

{d) The average cost due to waiting and operating the machine. [I.C.W.A. (June) 90]
[Hint.Here & =5, p = 10.]

(a) Utilization tactor (p) = A/u = 1/2. Therefore, equipment is used 50% of the time. (b} Busy period = 0.50.

© W= 1 = =020

(d} Since avarage cost per job = W; x (Rs. 3.50) = Re. 0.70, cost par day. = 8 x 5 x Re. 0.70 = Rs. 28 per day.]
Consider a single server queueing system with a Poisson input, exponential service times. Suppose the mean arrival
rate is 3 calling units per hour, the expected service time is 0.25 hour, and the maximum permissible number of calting
units in the system is two. Derive the steady stz*e probability distribution of the number of calling uinits in the system, and
the, calculate the expected number in the system.

n
Derive the formula P, = “—_L}N‘i—' (p=z1)
1-(p)

[Hint.Here A =3, 1/p=25/100, N=2.
1-p 0.25

n
P =QM=(O.43) 0.75)", Pp=—— ~ = 3=0.43.
1-(0.75) 1-p 1-0.75)

Le= g NPy = 9‘.’ npN Po=Po(p+ 2p2) =0.81))
n=0 n=0

At a railway station, only one train is handied ata time. The railway yard is sufficient only for 3 trains to wait while other Is
given signal to leave the station. Trains arrive at the station at an average rate of 6 per hour and the railway station can
handle them on an average of 12 per hour. Assuming Poisson arrivals and exponential service distribution, find the
steady state probabilities for the various number of trains in the system. Also find the average waiting time of a new train
coming into the yard.

[Hint. X =6,pu=12, N=3.Find, Pp=0.53.

since P, = Py (A/w)" , find P=0.27, P, =0.13, Py =0.07.
Therefore Ly= 1 (0.27) + 2 (0.13) + 3 (0.07) = 0.74.
Thus the average number of trains in the queue is 0.74 and each train takes on an average 1/2 hour for getting service.

" Therefore, Wy = (0.74) (1/12) hour = 3.8 minutes.]

A depariment store has a single cashier. During the rush hours, customers arrive at a rate of 20 customers per hour. The
average number of customers that can be processed by the cashier is 24 per hour. The average numbaer of customers
that ta:‘an be] processad by the cashier is 24 per hour. Assume that the conditions for use of the single-channel queueing
model g :

(a) Wh':a': x‘. tha probability that the cashier is idle ?

{b) Whatis the average number of customers in the queueing system 7

(c) Whatig the average time a customer spands in the system ?

(d) Whatis the average number of customars in the queue ?

(e) Whatis the average time a customer spends in the queue waiting for services ?

A single channel queusing system has Poisson arrivals and exponential service times. The mean arrival rate is 88
transactions per hour and the mean service rate is 23 per hour. Determine :

{a) Tha average time a customer will wait in the system.

{b) The average number of customers wailing in the queue.

{c) - The utilization factor of the system.

Workers come to a tool store room to enquire about tha special tools (required by them) for a particular job. The average
time between the arrivals is 60 seconds and the artivals are assumed to be Poisson distribution. The average service
time is 40 saconds. Determine :

(a) average queue length, ]

(b) average length of non-empty queus,

(¢) average number of workers in the system including the workers being attended,

(d) mean walting ims of an arrival,

() average waiting time of an arrival (workers) who waits. [virbhadra 2000]

[Ans. (a) 1.33 workers, (b) 3 workars, {c) 2 workars, (d) 1.33 minutes per worket, (¢} 2 minutes per worker)

Problems arrive ata computing centre in Poisson fashion with a mean arrival rate of 25 per hour. The average computing
job requires 2 minutes of terminal time. Caiculate the following :
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10.

11.

12.

13.

14,

15,

16.

{a) Average number of problems waiting for the computer use.
{b) The per centof times an arrival can walk right in without having to wait.

tn a bank cheques are cashed at a single ‘telier’ counter. Customers arrive at the counter in a Poisson manner at an
average ratae of 30 customars per hour. The teller takes on an average a minute and a half to cash a chague. The service
time has bean shown to be exponentially distributed.

(i) Calculate the percentage of ime the tsller is busy.

(i) Calcualte the average time a customer is expected to wait.

[Ans. (i} 75%, (i} 6 minutes.]

In a Tool Crib manned by a single Assistant the operators arrive at the tool crib at the rate of 10 per hour. Each operator
needs 3 minutes on an average to be served. Find out the loss of production due to waiting of an operator in a shift of 8
hours if the rate of production is 100 units per shift.

In a bank with a single server, there are two chairs for walting customers. On an average ona customer arrives every 10
minutes and each customer takes 5 minutes for getting served. Making suitable assumptions, find :

(i) the probability that an arrival will get a chair to set down,

{ii) the probability that an arrival will have to stand, and

(iily expected waiting time of a customner.

[Ans. (i) 7/8, (i} 1/8, (iii} 5 minutes.]

In a service department manned by one server, on an average one customer arrives every 10 minutes. it has been found
that each customer requires 6 minutes to be served. Find out -

(i) Average gqueue length, (i) Average time spentin the system,

{iii} The probability that there would be two customers in the queue.

[Ans. (i) 0.9 customers, (ii) 15 minutes, (iii) 1.44%)]

At Dr. Parachi's clinic, patients arrive at an average of 6 patients per hour. The clinic is attended to by Dr, Prachi hersaif.
Some patients require only the repeat prescription, some come for minor chack-up while some others require thorough
inspection for the diagnosis. This takes the doctor six minutes per patient on the average. It can be assumed that amivals
follows a Poisson distribution and the doctor's inspecion time follows an exponential distributien. Determine :

{i}  The per cent of times a patient can walk right inside the doctors cabin, without having to wait; :

{i} the average number of patient in Dr. Prachi's clinic;

(i} the average numeber of patients waiting for their term, and

{(iv} the average time a patient spends in the clinic.

[Ans. (i} 40%, (i) 112 patient, (jii) 0.90 patients, (iv} 15 minutes]

Customers arrive at a sales-counter maned by a single person according to a Poisson process with a mean rate of 20 per
hour. The time required to serve a customer has an exponential distribution with a mean of 100 seconds. Find the
average waiting time of a customer.

[Ans. (i) L

20 .
m x 3600 seconds, (ii) 36-20 x 3600 seconds]
A tortilizer company distributes its products by trucks loaded at its only loading station. Both, company trucks and
contractors’ trucks are used for this purpose. i was found cut that on an avarage every 5 minutes one truck arrived and
the average loading time was 3 minutes. 40 per cent of the trucks belong 1o the contractors. Making suitable assumption
determine : :

(i)The probability that a truck has to wait. (i) The waiting time of a truck that waits.
{iliThe expected waiting time of contractors' trucks per day. :

) " 40 12
[Ans. (i) 3/5, (ll) i/8, (III) 12x12x W x m‘i]

17. What is queueing theory ? Describe the different types of costs involved in a queusing system. in what areas of
management can queueing theory be applied successfully ? Give examples. [JNTU (MCA HI) 2004]
18. Describe a single server waiting line model. Give an example of real life for each of the following queueing models :
(i) First coma — First Served
(ii) Last come — First served
(iif) Random pick service
(iv) Customers stay only it served instanily. [JNTU (MCA lil) 2004]
MODEL OBJECTIVE QUESTIONS
1. Customer behaviour in which be moves from one queue to another in a multiple channel situation is
_ {a)balking. {b) reneging. {c) jockeying. {d) alternating.
2. Which of the following characteristics apply to queueing system
(a) Customer population. (b} Arrival process. (c} Both {a) and {b). (d} Neither {a} nor (b).
3. Which of the following is not a key operating characteristic for a queuing systermn?
(&) Utilization factor. (b) Per cent idle time.

{c) Average time spent for walting in systern and queue. ~  (d) None of the above.
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Priority queus discipline may be classified as

{a) finite or infinite. {b) limited and unlimited.

{c) pre-emptive or non-pre-emptive. {d) all of the above.

Which symbol describes the inter-arrival time distribution 7 :

(a) D. {b) M. c)G. (d) All of the above.
Which of the foliowing relationships is not true .

(a) W,: Wq+1/|,l. (h}L,g:l Ws- (C)Ls= Lq+1/l. (d)Lq=l Wq.

The calling poputation is assumed to be infinite when .

(a) arrivals are independent of each other, {b) capacity of the systam s infinite.

(c) service rate is faster than the arrival rate. (d) all of the above.

Which of the cost estimatas and performance measures are not used for economic analysis of a quauing system?

{a) Cost per server per unit of time.

{b) Cost per unit of time for a cusiomer waiting in the system.
(c} Average number of customers in the system.

{d) Average waiting time of customers in the system.

9. A calling population is considered to be infinite when
{a} all customers arrive atonce. {b) arrivats are independent of each other.
{c) amivals are dependent upon each cther. (d) all of the above. .
10. The cost of providing servica in a queuging system decrease with
(a) decreaed average waiting time in the queus. {b) decreased arrival rate.
(c}increased arrival rate. . {d) none of the above.
Answers
1.{c) 2. (c) 3. {d) 4, (c} 5. (d) 6. (c) 7.(a) 8. (d) 9. (b}
10. (d) .

e



